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THE CONSTRUCTION OF COMPETENCY-BASED BUSINESS GAME OPERATIONAL
MODEL

Alexandr Deryabin, Lidia Shestakova, Olga Vikentyeva

Abstract: Professional staff competences may have a substantial impact on business efficiency and
performance. Therefore many modern companies train their personnel in order to develop a set of professional
competences. Hence a need in development of procedures for evaluation and development of competences
arises. Consequently it leads to a need of developing new software, which implements those procedures. This
article considers the conceptual approach to the design of erratic competence development system elements.
The article explains the concept of competence-based business game (CBG), defining it as man-machine system
which allows to organize a flexible process of competence development. CBG includes technical and
organizational components. Technical component forms sets of transactions, which mean the player to develop a
certain level of competences. The organizational component is required to support player’s activity during the
game. Business game can be represented as a cybernetic system with feedback, which contains both the object
of management and the management system. The game is implemented as control and operating machines
accordingly. The implementation of technical component requires CBG to be divided info automate and
operational models. In order to construct organizational model system analysis and domain ontology construction
must be performed. Domain’s (company’s) business processes are represented in a form of oriented graph,
traversing of which allows to develop elementary competences. Companies producing the same commodity may
have different business processes. To construct competences that are applicable to similar organization, it is
necessary for the graph to be a unification of every business process path. It is also possible to build a graph
model of the educational management business process. This graph model must represent real management
business processes of an enterprise and must reflect the logic of competence development during the learning
process.

Keywords: competencies, active learning methods, business-game, business-process, control automat,
operating automat, ontology

ACM Classification Keywords: K.3 COMPUTERS AND EDUCATION: K.3.2 Computer and Information Science
Education - Information systems education. K.4 COMPUTERS AND SOCIETY: K.4.3 Organizational Impacts —
Employment. 1.2 ARTIFICIAL INTELLIGENCE: 1.2.1 Applications and Expert Systems — Games.

Introduction

The effectiveness of contemporary, rich with information technologies, business is largely determined by human
factor. It is people with professional competences who can make a substantial contribution to the organization’s
performance. The problem of determining employee’s competence arises every time you need to select
employees that are most suitable for a particular job. Employees that are involved in the organization’s business
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processes and have the required competences are able to make a significant impact on the results of business
processes. Each company designs the structure of competences based on the role of each competence in the
structure of a business process.

Recent works in the field of HR give much consideration to the procedures of competence determination and
development [KptokoB, 2013] as well as to the development of software that implements these procedures.

There are projects in Europe that focus on Competence-based education (CBE). Project “TenCompetence”
(http:/lwww.tencompetence.org) combines models and tools, used for creation, storage and exchange of
knowledge and recourses. Project “Learning in Process” aims to create an integrated new generation system of
e-learning, which will support contextual delivery of electronic educational recourses to the user. In <>
[Draganidis, 2010] much attention is payed to a system’s prototype, which is based on ontology, used as a tool of
competence management. The system integrates competence management with e-learning.

[Mvpes, 2010] considers an intelligent system of interactive learning Stratum (http://www.stratum.ac.ru/), which
provides knowledge and associated collection of interactive models, tasks and books. It also contains a built-in
expert system, which automatically registers and evaluates the actions of students, and offers personal help.

Simulators deserve attention as well, due to their ability to develop professional competences. For instance, STS
— Europe’s leading developer of software products in the field of project management education offer a computer
simulator SimulTrain, which immerses participants in a real project's environment and allows making
management decisions while being under tight time pressure.

Dynamics of modern production and the need to constantly improve its performance and effectiveness require
high-performance systems of employee competence development to be built. Consequently, the implementation
of such systems creates a need in new development tools.

This article considers the conceptual approach to the design of ergatic competence development system
elements. The article explains the concept of competence-based business game (CBG), defining it as man-
machine system which allows to organize a flexible process of competence development.

The suggested approach extends the ideas of creating a set of development tools for active learning methods in a
form of competency-based business game studio, stated in [BukeHTbera, 2013]. Current approach determines
the structure of business game studio and depicts the set-theoretical representation of the business game design
process. Business game can be represented as a cybernetic system with feedback, which contains both the
object of management and the management system. The game is implemented as control and operating
machines accordingly.

Technical side of CBG is constituted by two components: automate model (AM) and operational model (OM).
This article considers an approach to determination of operational model structure.

The Concept of Competence-Based Business Game

Competence-based business game is an information system, which aims to give a certain level of professional
competence while implementing scenarios that are determined by business-process models of the domain
[Vikenteva, 2013].



International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013 305

Following function represents the result of a business process
R =f(K,M,U), (1)

where R - business process result ;

K - level of overall employee competence;

M - quality of input materials or resources;

U - quality of business process management.
The level of overall competence K represents an integral characteristic of human recourse, which determines the
result of the business process. The level of overall competence is composed from the levels of elementary
competences of individual recourses. Associated with elementary business process operations:

N
K=Ykl x1/s,, 2)
i=1

where k,-b — level of i-th elementary competence in the business process b;

s; — complexity factor of the i-th elementary operation.

Each elementary competence k”, generally, may have / levels, where / depends on the subjective opinion of
educational system developers (experts) and can take up different values. Each elementary operation can have t
levels of complexity, which also can be determined by an expert.

Statement 1. For any elementary competence k” that supports elementary operation n”, there exists a test W,
which is represented by a tuple
W =<w,w,,..w, >, 3)

Where w ; - j-th question of the test.

Statement 2. Any process (business process), performed in order to get a result in a finite number of elementary
operations, can be represented by a oriented graph
G=<V,E >, (4)
where G - business process graph;
V - set of graph nodes associated with elementary operations p”;

E - set of graph edges associated with elementary operations connections (relations).

Any elementary competence k” can be constructed during graph G traversal. Traversal may be performed
multiple times. The process of competence construction from now will be called the learning process.

While building a model of an organization’s business process in order to use this model in the learning process it
is necessary to [BukeHTbesa, 2013]:
1. Perform system analysis of the domain and domain ontology construction

2. Build a model of educational business process G, using concepts and rules of ontology inference. The
business process is to be represented by a graph with multiple paths but no cycles. The nodes of the graph are to
represent elementary operations of primary and secondary business processes of an enterprise. Graph must
have only one node that stands for the beginning of business process and only one node that stands for business
process. Each node except the first and the last one must have a single input and a single output, i.e. the node’s
degree p(v)=2 and outdegree p~(v)=1, indegree p*(v)=1. Each path of the graph defines the steps that a player
must make in order to execute business process completely. Each path is an alternative to other paths.
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Companies producing the same commodity may have different business processes. To construct competences
that are applicable to similar organization, it is necessary for the graph to be a unification of every possible
business process path:

¢’ =yer )

where G - graph of the educational business process,

G/ - paths of the real business process graph.

3. Build a model of educational business process U", using concepts and rules of ontology inference. This
graph must represent management business processes of an enterprise and must reflect the logic of competence
development during the learning process. Such graph may contain cycles and various type of nodes (start node,
condition node, operation node, final node) with various degree p(v).

By analogy with (5) the management business process is expressed in the following form:

v ={J(up.ub) ©)

I

where U - graph of the educational management business process;

UP - paths of the real management business process graph;
U,-L — paths of the educational business process graph, which reflects the logic of competence.

A correspondence may be built between the set of graph paths of the educational business process (EBP) and
the sets of competences. This correspondence may be organized in a form of traceability matrix of the EBP by
the competences (competence matrix, CM).

Definition 1. A row of competence matrix determines paths in G“and U, required for the construction of
competence k® The combination of these paths is to be called the CBG scenario.

Thus, CBG must consist of procedural guidelines, hardware, infoware, software, a scenario and tests to check the
level of competence development [BukeHTbesa, 2013].

Automate and Operational Models

Competence-based business games are supposed to be designed, developed and implemented within a specific
environment, referred to as Competence-based Business Game Studio (CBGS) [BukeHTbeBa, 2013].

CBG is an ergatic (man-machine) information system:
G=<vy,T >, (7)
where ¥ - elements related to human activity (teaching materials);
T - elements related to information system (hardware, software, infoware, scenario etc.).
Thus, from items (4), (5), (6) and defeinition 1 a conclusion may be drawn that competence k° may be
successfully developed only if CBG (7) adequately expresses domain concepts.

Domain must be described as ontology on the CBG development stage.
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Domain ontology may be represented as [[aHiokoBa, 2007].
0=<Q,S,/>, (8)
where Q- set of domain terms;
S — semantically meaningful relationships;
| - definitions of interpretation functions.

Ontology is a set of domain concepts, used by developers (experts) to create models of educational business
processes and relations between them. Ontology permits to use the same concepts repeatedly to define different
business processes of different enterprises. Moreover, it is possible to integrate several ontologies, hence
describing parts of bigger domain. The use of ontologies also allows to separate domain knowledge from
operational knowledge. To illustrate this let us say there is an algorithm, which describes the implementation of
business process for the production of commodity A. The same algorithm may be then used for the production of
commodity B, provided the latter commodities’ ontology is given.

Ontology development suggests [Noy, 2001]:

- determination of ontology classes;

- organization of classes into a taxonomic hierarchy (subclass - superclass);

- determination of attributes (properties) and description of values available for these attributes;

- filling in the attributes of an instance.
If the problem may be represented within terms of result R, given data D, solution method M

Z=<R,D,M >, (9)

then the ontology must include all alternative ways of representation of results, data, solution methods, data
obtaining methods, data storage etc. Such information must be organized in structures which permit the usage of
ontology. This applies both ¥ (organizational component) and T (technical component).

Let us take a closer look at T, a CBG component the implementation of which creates several problems such as
the issue of representing student's activity and the issue of activity management according to the logic of the
domain that serves the purpose of developing given level of competence.

The solution of this problem, as shown in [BukeHTbeBa, 2013], is closely related to the separation of CBG into
automate and operational models. Automate model is built considering the scenario, the graph of the unified
management process and domain ontology. Whereby, a language must be chosen that allows to implement the
management algorithm. Such languages include, for example, the language of algorithm flow-charts (AFC).

The graph of the unified management process and domain ontology are used to develop the operational model.

Scheme for the Development of Competence k®

The major purpose of CBG is to develop a given level of competence k” for the Player. To reach this goal the
Player interacts with the simulator (technical component T), which includes the automate and operational model,
testing system and the traceability competence matrix of the EBP. In addition, the Player uses elements related to
human activity W (teaching materials and software application packages), which are used to support Player's
activity during the game. A particular set of application packages depends on the model of the EBP and

competence k” . The competence matrix is used to choose a CBG scenario that allows developing given set of
competences.
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In Fig. 1 uses the following notation:

k”® — developed competence;

PG - procedural guidelines;

P — a player, players or a group of people who seek to develop their competences;

OM - operational model, interactive part of the CBG's hardware;

AM — automate model, management part of the CBG’s hardware;

TS — testing system, that includes parts of CBGS and allows to construct testing recourses to conduct test
transactions;

CM - competence matrix;

SAP - software application packages.

Let us take a closer look on the cooperation of CBG elements while developing competence k° (Fig. 1).

CM ..............................................

e
T—) SAP <

Fig. 1. Cooperation of CBG elements while developing competence k”

On the stage of CBG elements’ development competence matrix determines structural, algorithmical and
functional properties of the automate model, operational model, testing system, procedural guidelines and
software application packages.
Competence matrix is represented by the following relation:
CM =< k*,G >, (10)
CM =< k®,U >, (11)
where G/ - paths in EBP graph,

U - paths in the graph of the educational management business process.

Determination of CBG elements’ properties is performed by imaging CM into the model of associated element.
Automate model may be represented as the management algorithm in the language of algorithm flow-charts. The
determination of algorithmical and structural properties of the AM in algorithm L may be represented as follows:
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CM — L(P,AQ,T,, 1)), (12)
where — — imaged into,
P - test statements (the value of state register, CBG state code),
A - control signals, which determine conduction of transactions,
Q - unconditional go-to statements,
1i — transition beginning statements of the i-th arrow,
i — transition ending statements of the i-th arrow.

The algorithmical and structural properties of the operational model are determined by following imaging:
CM— Q(R,TR,T), (13)
where Q — function, implemented by the OM,
R - recourses,
TR - testing recourses,
T — transactions.

The “recourse” term refers to information structure, which is required to construct to CBG context and to interact
with Player. Recourses may be of two kinds:
- competence development recourses R;
- competence evaluation recourses TR.
Transaction is a group of logically unified operations that works with data and is either completely processed or
completely cancelled. CBG transaction includes:
- receiving of control signal from AM;
- choosing recourse;
- information output for the Player;
- standby and Player’s reaction input;
- processing Player’s reaction input;
- setting the state register.
Testing system includes methods and ways to construct testing recourses TR, information about developed
competences /(kb), domain ontology O.
TR construction may be represented as follows:
CM — TS(TR,I(k"),0), (14)
where TR - testing recourses,
I(k?) — competence information,
O - domain ontology.
PG construction may be represented as follows:
CM — PG(S,In,Re,Mp), (15)
where S — standards,
In — instructions,
Re - regulations,
Mp - technical guidelines.
Software application packages are chosen in accordance with the following expression:
CM — SAP(P;), (16)
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where P; - array of SAP identification numbers.

During the game, AM control signal are used by elements of OM to construct CBG context as well as conduct
educational or test transactions for the Player. By analyzing transaction information the Player performs actions
that develop competences. CBG state is coded by the operational model in state register (SR) according to
Player’s reaction. This code is used by the automate model to create new control signals.

While analyzing information received from OM the Player may use procedural guidelines as well as software
application packages.

The analysis of the process of competence k? development along with its level evaluation is performed with the
aid of test transactions sequence. These transactions are formed by the operational model either consecutively or
concurrently with educational transactions.

During the game, a part of testing system is used to evaluate the level of competence, that has been developed.
This part includes testing recourses which are loaded to the OM in advance.
Thus, following items may be distinguished:
- circuit that develops and evaluates competences, and includes player, developed competence k”,
operational model and testing system;
- circuit of CBG management, which includes automate and operational models;

- subsystem of player activity support, which includes procedural guidelines and software application
packages.

CBG Operational Model

The game player implements a lot of sets of transactions to reach a certain level of chosen competences.

Competence development happens when the Player interacts with the technical part of CBG, main element of
which is the operational model (Fig. 2).

In Fig. 2 uses the following notation:
AMI - automate model interface,
Ul - user interface,
TSI - testing system interface,
CMI - competence matrix interface,
DP - diagnostic processor,
GP - gaming processor,
RS - recourse storage,
TRS - testing recourse storage,
SR - state register.

Figure 2 shows that OM is connected with CM, TS, AM and the Player. Connections are implemented with the aid
of interfaces (means of interaction).

The structure of OM gives much attention to the state register. SR saves the code of CBG state, which refers to a
number, associated with context of the game, transaction state, developed competences and Player’s reaction.
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AM read the state code via AMI analyzes it and creates an array of control signal that are then output via AMI to
the gaming and testing processors.

According to the value of the management action gaming and testing processors conduct game or test
transactions.

Recourse storage and testing recourse storage aim to store date of different type: text, multimedia, geospatial

information, etc.
( AMI )

SR

IS
EaE p

A

CcMmI

RS

TRS

YY

v )

Fig. 2. Structure of CBG operating model

When conducting transactions, processors convert combinations of recourses into information structures that
interact with CBG participant. Information, received by the Player, gives him incentives for analysis and
generalization. The result of these actions represents the developed competence.

Conclusion

To effectively support organizations with qualified expert's new systems of competence development need to be
introduced. Thus, article gives a description of eragtic system’s structural elements. The system is a competence-
based business game that aims to develop professional competences.

Domain’s (company’s) business processes are represented in a form of oriented graph, traversing of which allows
to develop elementary competences. CBG uses graph models of educational and management business
processes. Moving on to the EBP models requires system analysis and domain ontology construction to be
performed.

Business game includes technical and organizational components. The implementation of technical component
requires CBG to be divided into automate and operational models. Technical component forms sets of
transactions, which mean the player to develop a certain level of competences.

The cooperation of CBG elements distinguishes a circuit of competence development and evaluation and a circuit
of management. The organizational component is required to support player’s activity during the game.
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A SYSTEM APPROACH TO SOLVING FORESIGHT PROBLEMS ON THE BASIS OF
DELPHI METHOD

Nataliya Pankratova, Lyudmila Malafeeva

Abstract: Based on the experience of solving problems of foresight, it should be noted that the multi-factor, multi-
parameter, heterogeneous and weakly structured information of the researched subject areas used at different
stages of the process of foresight, leads to difficulties related to the presentation of knowledge, the construction of
the survey forms, results processing and coordinated control foresight process as a whole. In order to effectively
implement the process of scenario analysis it is expedient in on-line mode to develop automated tools for
knowledge extraction, coordinated distribution of data flow of its processing, means in-depth analysis of the
studied subject areas, taking into account all the necessary factors for the studied problem. In this article, with
that said, the technique of building the information model of knowledge within a single system approach

Keywords: Delphi method, knowledge base, information model of knowledge, questionnaires, expert evaluation,
the agreed expert opinion

ACM Classification Keywords: H.4.2. INFORMATION SYSTEM APPLICATION: type of system strategy
Conference topic: Applied Program Systems

Introduction

Using the foresight methodology is based on the identification of key technologies (critical technologies) and the
construction of object future scenarios, to support decision-making at the levels of government, industry or
individual institutions and companies in the formation of the most effective science and technology policy and
planning for its development [1]. Application of the scenario analysis to solve practical foresight problems is
carried out, first of all, by bringing the methods of qualitative analysis, requiring intuition, experience and
knowledge of experts in the peer evaluation in various subject areas for the solution of problems of strategic
planning and decision-making.

In solving problems of foresight it is necessary to consider the details and specifics related to the necessity of
obtaining and processing large volumes of diverse heterogeneous information for further analysis and decision-
making at every stage of foresight. For a wide range of problems not formalized in the political, economic, social
and other fields and areas of human activity expert estimation methods are the main and most acceptable way to
solve them. One of the most used methods of this group is the Delphi method.

However, the complexity, lack of completeness and accuracy of the information distributed management of data
flows require new tools and approaches to obtain information from the experts needed for the formation of
alternative scenarios [2]. From the specified should be the need to develop automated tools and a common
system approach to solving problems of foresight based on the Delphi method.
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1. A system approach to solving problems of foresight based on the Delphi method

A system approach to solving problems of foresight, based on the formation of a structured knowledge base as
an information platform core scenario analysis, and generation of the survey forms, formalized procedures of
expert estimation based on the Delphi method and its application in the mode of on-line, is proposed (Fig. 1).

The layered architecture of the knowledge field

The procedure represents an entity

H Knowledge base

The procedure to establish relation and feedback

Knowledge model of technological foresight

AN

Protoframes network for technological foresight

The procedure for representation purposes, etc.

%l Questionnaires The procedure for generating the survey forms

Scale of assessment |

Evaluation criteria |

7

The procedure for generating the question |

Strategy for the integration of multifactorial risks

Delphi method

The formalization of
—| the modified Delphi
method Formation of the agreed expert assessments

The strategy to deal with uncertainty goals

The procedure for reaching a consensus

The strategy of the Delphi method is on-line

Application of Delphi
in the on-line

Evaluation of alternative scenarios by criteria |

A system approach to solving problems of foresight
using the expert estimation based on a modified

AN

Alternatively, priority-based selection |

Figure 1. Block diagram of a system approach to solving foresight problems on the basis of Delphi method

Let consider the stages of strategy system approach to solving foresight problems, involving expert evaluation
procedure based on the Delphi method and the creation of automated tools.

1.1. Knowledge base

In the construction of an automated tool for solving problems of foresight it is necessary to form a single
information space containing homogeneous related structured data obtained from different sources: electronic
documents, spreadsheets, semantic fragments extracted from text documents, etc. The proposed software of the
data selection from the documents forms the basis of the data on the domain knowledge of the object. The main
stages of building the knowledge base are described in [3].

In the process of building a goals tree G ={g,|i=1,N;} of study object O, is seen in the complex of

interrelated and interdependent problems. The procedure of describing the variants of measures sequence to
achieve the objectives g; is reduced to the procedure of describing the current context of the situation

C(T,,S,), in which there is a considered object at the current time T7; in the current space S, the desired
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context of the situation C(7;,S;) of the ultimate goal of the study, as well as a set of successive versions of the
transiions  between  them qY;aSJ) which in turn form the alternative  scenarios
Sck = {C(Tjasj”j:oaNGk}

The knowledge field discussed in the relevant sections Pr = {Pr; [i =1, Np, } and levels Pr; = {L; |j= 1,Npri },

the number and structure of which is limited as the scale of the network formed by the framing. The proposed
architecture scales the field of knowledge objects to the desired level composition and allowing them to correlate
with each other to compare the most important sections, that enables to move from a linear representation of
complex plane entity to a simple hierarchical structure forming ordered knowledge based foresight features of the

process [3].
In the process of formation of fields frame structures F;, the procedure represents an entity from a field of

Ny,
knowledge F; =C; UXi,- with the establishment of appropriate backward and forward linkages
i=1

R, =Dy JS;| JD,, » which expands the range of unique titles to choose frames and reduces the risk of

duplication in the knowledge base structuring information, making the procedure more acceptable to the analyst
[4,5].

Scenario System
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: Process : : Behavor ot
Title slot Type Value Units | Function Title slot Type Value Units | Function Indicators Object
Name =
Subject area Object 7 Actions Action Behavior Behavior 7
Transitions: / s =
Class Process A N
© Result State /
Realization Process State
Components Process Title slot Type Value_| Units_| Function
Indicators Object Date Name
Period 7 Title slot Type Value_| Units_| Function Date Date
Resources Resource Year Features Object
[Products Object Month Indicator Object
Operations Operation Date
Results ./
Analysis swor SWoT Titlg sfot Type Value Units | Function
rrp— Title slot Type Value_| Units_| Function Nameﬂ -
Title slot Type Value | Units~_Function Strengths State oo e
_ State Class
Participants o State Realization
Vincrpyuentel Threals State Dats Date —
3arparsl Cocrosus State |
Title slot [ Type Value | Units | Function | Operation
Object | Object | | Title slot Type Value Units | Function
| J Name
( Subject area Object 7
Class Operation
Title slot Type Value_| Units_] Function Realization Operation
Name Components Operation
Driving forces Features. Object
Tasks Task Date Date
Resources Resource
Task Events ,‘ Event
Title slot Type \ Value Units | Function E::;I;s } SE::S:
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Figure 2. Frame-prototype network of technological foresight
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Model of the knowledge field is defined as follows: M =< F,R,P >, where F ={F,|i=1,N,} - a lot of

frames, R={R; |i=1,Ny} -alot of semantic roles, P={P.|i=1,N} - finite set of relations between frames

using the appropriate semantic roles where P, is defined as: P, = {FR;F;|j=LNp}, Vi=LLNp.

Frame-prototype network of technological foresight, shown in Fig. 2, which is based on the information model of
knowledge as a result of building the knowledge base, is represented in the form of cuts and layers containing
interrelated and interdependent frames of problems, goals, situations, trends, scenarios, etc.

Frame-based approach to model building alternatives script generates quasi-dynamic knowledge control system
that captures the values of a certain period of time, and allows you to build a network of transitions to create
alternative scenarios for the future in accordance with the intended purpose of the study [6].

1.2. Questionnaires

In the process of solving the problems experts form possible events, conditions, solutions, evaluate the accuracy
of the assumptions and hypotheses, the importance of the objectives on the basis of information given to them
about the subject area, considered objects and relationships, characteristics, and performance [7]. The proposed
method of construction of the survey forms for expert evaluation method based on the Delphi method helps to
solve problems related to:
o Automatic generation of the survey forms the basis for research purposes;
e Correctness of the wording and presentation of the issue in order to avoid ambiguity interpretation of its
meaning;
o Complete description of the context of the situation with its consequences, in which the question is
asked, as well as the elimination of contextual redundancy;
o Ergonomic structure of the survey forms with a focus on the most important experts of key issues;
e Obtaining the results of the survey in the form of kid-machine interface and decision-makers;
o |nevitability of errors due to manual procedures for processing large amounts of information.

To achieve the objectives a formalization of stages of creating profiles was carried out and a module of automatic
generation of the survey forms, which consists of an issue generation procedure and directly questionnaire form
generation procedure was developed.

Each question in the survey form is generated from the context of the issue, the text in question and the scale of
assessment:

The context of the guestion consists of:

Temporal boundaries;

Place;

Object;

Indicator;

Changes - changes from the present, affecting the rate of the object and reflect the picture in the specified
time-frame and territories:

e The name change;

e Quality changes (degree);

o The amount of change (scale).

a koD -
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Question:

Rate << Object >> << Indicator >> [and the degree of confidence in the response] for each level of << Scale >>
evaluation within the context of the issue.

In order to improve the accuracy of the examination as a basis for estimating the scale 7-level scale of Miller was
taken. The key indicators to determine the boundaries of the scale of estimation are:

e limiting interval [V; - the boundaries within which the indicator of an object is measured;

inf > Vsup ] =
e General interval [Vyin:Vmax] - the boundaries within which the indicator of the object is under
consideration.

For the evaluation of alternative scenarios of the main criteria in the construction of a 7-level scale of assessment
have been taken:

o Efficiency;

o Feasibility;

e The degree of relation to the problem;

o Degree of confidence in the proposal.
Universal approach to the formation of the survey forms is to combine the different applications of the method of
expert assessment based on the Delphi method in the analysis phase of the process of technological foresight
that has been realized in a complex algorithmic procedures and the use of computer technology.

1.3. The formalization of the modified Delphi method

At present, in spite of the level of demand and the relevance of the Delphi method, virtually there are no
mathematical formalization and the single system approach to creating coherent expert estimates.

In [8], a formalization of the process of harmonization of expert opinion in terms of fuzzy interval estimates

0, =10, |k=1K,,}, O ok =D pis: Qs 115 =15} and interval metrics
Pdptitss = Peduptis upi s =max (|, — ka < |d,,pks ,,pk < |) in order to allow the interview on-line

and building sound alternatives scenarios based on man-machine platform scenario analysis. The formalization of

the modified Delphi method is carried out taking into account the & -expert competence Xnpk aNd confidence
Vi @ staged response for each s -level.

The main steps in the process of formation of the agreed expert assessments for p -th indicator # -th object on

the set of interval estimates @np are [8]:

1. The calculation of the exponent of the importance
W= {Wnpk | Wopk = (ank)} Vp = 1 P,,Vn= 1 N:
Wop (0 i) = (1= P(Q i - O @

for determination of which some steps should be carried out:

_—

— —_— —+
1.1. The calculation of the mathematical average M np ={[M nps; M nps],s =1,5}:

_ 2)
ans - nps - anpks



318 International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013

= =— =+ —
1.2. The calculation of the integrated peer review an = {[ans;ans],s =1,5}:

— o — 3)
ans = al;g mln(| anks ankS |) ans - arg mln(| anks ankS |)
anks anks
1.3. Computation of the valuation of the span [0;1] :
_ 1 1 4
K”p = e ; K;rp = E N

1.4. The calculation of the Gaussian density an = {[Qn’ps ;Q,l*ps 1,8 = 1,_S'} :

~(ry M )> ~(xy-M > (5)

5- - L 207 OF _;e 2D*

= e =
nps = nps —~
K,,N2nD" K N2nD*

A A —_—

1.5. The calculation of the cumulative peer review Q ={[OQups ,anv] =1,5}:

] W) ©
1 T 5. AL
Z — ¢ 2D -0, | min
~ DS
s s=1 K;pvan_
Z p(ans 5anv) — min or
s=1 ~(xg-M )2
i IR e‘SZT —0F ||— min
nps
s=1 an 2TED+
2. The calculation of the least remote peer review M,,,to determine the which one:
2.1. Build a matrix of distances between the estimates:
’ 7
Dy =Ad i, ik €LK ) @
2.2. Calculate the vector sum for each row:
(3)
{Snpk |S z dnpk ki ’k }
2.3. The minimum of the vector:
an =arg min (Snpk ) (9)
k=1.K,,
3. The calculation of the confidence interval 7,,
(Typ) (10)

énpk o i Prpkc = p(an,ank)(l W) <R ™", where RI(T"") - a priori specified

radius.
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4. The calculation of the indicator consistency sTw) .
(Tnp) _ Card(Tnp) (1 1)
Card(E,,)
(Top)

The criterion for the end of the examination procedure may be, for example, the excess indicator S a priori
specified level 5™

The main advantages and features of the interactive dialogue of the formation of the agreed expert opinion in the
implementation of the Delphi method are:

opportunity to incorporate new ideas of experts;
o Opportunity to incorporate new ideas of experts;
e The focus on the views of opposition;

e Ensure coherence of confrontations (formation of consensus, which is the best option, not a choice of
one of the opposites);
e Providing an incentive for creativity.
This formalization involving techniques of artificial intelligence is the basis of the computational algorithm and

automated toolkit providing the peer evaluation in the on-line as part of the Information Platform scenario analysis
[2].

1.4. Application of Delphi in the on-line

The strategy of the system approach in the on-line as automated tools of support of the process of foresight is
shown in Fig. 3.

The block diagram shown in Fig. 3 demonstrates all the steps of the above sections from the construction of the
tree of goals and building a knowledge base to automatic generation of the questionnaire forms and conduction of
the expert evaluation in the on-line mode. This diagram presents the interactive conversational approach to
solving problems of foresight in a unified information platform scenario analysis.

2. Example

Based on the proposed system approach to solving problems of foresight based on the Delphi method we
consider a fragment of the information model of scenario analysis on the example of the situation of the livestock
industry AIC Crimea (Fig. 4).

As of October 1, 2011 the livestock industry was in a state of crisis. During the first 9 months of 2011 in all
categories of farms the reduction in the number of cows and milk production declines in gross were observed [9].

The problem of identification of the priority issues of the livestock industry, which led to a crisis in agriculture
sector Crimea, is considered.
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Figure 3. The block diagram of a strategy of system approach implementation in the on-line mode in the form of
automated tools

Experts E,, ={E,, |k =1,16} according to their levels of competence z,, = {z,,, |k =1,16}, the values of

which are presented in table 1 anonymously independently estimated object O, = “Challenges to overcome the

crisis of the livestock industry" by criteria 7, = “Priority” using a Miller scale with following levels s = L7:
1. The decrease in gross milk production ( x; €[0;0,14]);

Outdated milking equipment ( x, € (0,14;0,24]);

Unprofitability of the industry (x; € (0,24;0,43]);

Reducing the proportion of forage crops ( x, € (0,43;0,57]);

Reduction in livestock ( x5 € (0,57;0,721);

Obsolete technical equipment (x4 € (0,72;0,86]);

N o v ke wDN

Reducing the proportion of forage crops ( x, € (0,86;1,00]).
Thus, the generated question would be:

The context of the question:

Temporal boundaries: 2013-2015

Location: APK Crimea, livestock region

Object: The problems that led to the crisis

Indicator: Priority
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Question:

321

Rate << Priority >> << breakdown-crisis of the livestock industry >> and confidence in the response for each level

of << assessment scales >> in the context of the issue.

¥
01.01.2011 (Date) 1.10.2011 (Date) ‘Animal husbandry (Area) _ _
Titl Type | Val. | Unit | Fun. | Title | Typgq Val. [Unit] Fun Title Type Val. Unit Fi
Year 20 U Year 2011 Title
Il\)/\:;lh : ) 3 !:;th :n i:;:d Object o
Time Timg Time Time E‘:;E\:Eau . “: '/
Title | Type| Val. [ Unit] Fun. Title Type I;M)\}/Oz IlUnit F’un4 Jvah:rem }Typ I ,,:I:I ‘Unit ‘Fun. /P
_ EML ct) _ — Tec:’mcal B I(obi c:)u -
o oo - Conporenis SZZ:; .
e <
)4
::‘:E:Ia ‘T e h]gl:lal. |Unit] Fun. J
Figure 4. A fragment of the information model of prototype frames of livestock industry of Crimea
Table 1. Competence of experts
Ekcriept [N21 [Ne2 [Ne3 [Ne4 [Ne5 [Ne6 [No7 [Ne8 |[N29 |[Ne 10 [Ne 11 |Ne 12 [Ne 13 [Ne 14 [Ne 15 [N 16
Xk 0,99 10,78 0,45 [0,95 (0,87 10,80 10,55 {0,99 |0,99 |0,61 |0,89 (0,80 {0,99 |0,56 (1,00 |1,00
The resulting point estimates are shown in table 2.
Table 2. Point expert assessments
S
Ne [Exkcnept 1 2 3 5 6 7
Mtk | Viter | Mgz | Viez | gz | Vigs | Mika | Vika | Mags | Vies | ke | Vitks | ik | Vi
1 |Ekcnept 1 009109902109 |03 (094 | 052 | 063|095 063|055 | 0611|072 0,83
2 [Excnept 2 0,13 1094 | 0,31 | 061 | 0,57 | 094 | 0,79 | 094 | 0,83 | 0,99 | 066 | 0,94 | 0,40 | 0,61
3 [Excnept 3 0,14 | 061 | 0,33 | 063 | 0,58 | 0,83 | 0,77 | 063 | 0,76 | 0,61 | 0,56 | 0,61 | 0,31 | 0,94
4 [Excneprt 4 0,65 (063|082 |09 (0,71 |083| 0,46 | 083 | 023|061 0,09 | 094 |0,03]|0,63
5 |[EkcnepT 5 0,16 | 061 | 0,29 | 0,94 | 0,38 | 0,83 | 0,56 | 0,99 | 0,70 | 0,83 | 0,65 | 0,61 | 0,45 | 0,63
6 [Excnept 6 05906108 |063|093|083]|0,76 | 083 | 0,47 (083|022 | 061 |0,08 0,83
7 [Excnept 7 009083021 (063035061043 | 094 | 057 | 063|066 | 063 |05 | 0,83
8 [Excnept 8 0,63 (083|084 | 083|077 | 063|053 | 099 | 027 | 0,61 | 0,11 | 0,63 | 0,03 | 0,61
9 |[Excnept 9 0410611 0,46 | 099 | 060 | 063 | 0,69 | 0,99 | 0,58 | 063 | 0,36 | 0,99 | 0,17 | 0,83
10|Ekcnept 10 | 0,27 | 0,63 | 0,53 | 0,94 | 0,80 | 0,94 | 0,90 | 0,99 | 0,77 | 0,94 | 0,50 | 0,83 | 0,24 | 0,83
11|Exkcnept 11 | 0,77 | 0,61 | 0,84 | 0,61 | 0,66 | 0,83 | 0,39 | 0,83 | 0,24 | 0,94 | 0,43 | 0,63 | 0,05 | 0,99
12|ExkcnepT 12 | 0,10 | 0,99 | 0,25 | 0,83 | 0,47 | 0,61 | 0,64 | 0,99 | 0,65 | 0,94 | 0,50 | 0,63 | 0,39 | 0,61
13|Ekcnept 13 | 0,10 | 0,99 | 0,24 | 0,94 | 0,42 | 0,61 | 0,55 | 0,61 | 0,54 | 0,99 | 0,54 | 0,99 | 0,47 | 0,99
14 |EkcnepT 14 | 0,05 | 0,83 | 0,11 | 0,63 | 0,25 | 0,63 | 0,52 | 0,94 | 0,78 | 0,94 | 0,87 | 0,83 | 0,74 | 0,63
15|EkcnepT 15 | 0,37 | 0,83 | 0,61 | 0,63 | 0,74 | 0,99 | 0,67 | 0,63 | 0,45 | 0,61 | 0,31 | 0,94 | 0,19 | 0,63
16|Excnept 16 | 0,90 | 0,61 | 0,84 | 0,83 | 0,57 | 0,61 | 0,29 | 0,61 | 0,15 | 0,61 | 0,07 | 0,63 | 0,02 | 0,83
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The agreed expert assessment in accordance with the algorithm presented in Section 1.3 is formed. According to

point estimates concerning (8) the interval expert estimates are constructed (table 3).

Table 3. Interval estimates of experts

No

Excnept

1

2

3

4

5

6

dl 1k1

M1tk

+
dl 1k1

dllk2

Mik2

+
dl]kZ

d11k3

Hi1k3

+
dllk3

dl 1k4

Hiika

+
d11k4

dl]kS

Hiiks

+
dllkS

dllk()

Hike

+
d] 1k6

dllk7

Mik7

+
dl]k7

Excnept 1

0,08

0,09

0,09

0,21

0,21

0,21

0,37

0,39

0,41

0,37

0,52

0,68

0,67

0,95

1,00

0,38

0,55

0,72

0,62

0,72

0,83

Excnept 2

0,12

0,13

0,13

0,21

0,31

0,40

0,54

0,57

0,59

0,75

0,79

0,82

0,82

0,83

0,84

0,63

0,66

0,69

0,27

0,40

0,52

Excnept 3

0,10

0,14

0,19

0,23

0,33

0,43

0,50

0,58

0,66

0,54

0,77

0,99

0,52

0,76

0,99

0,39

0,56

0,73

0,30

0,31

0,33

Ekcnepr 4

0,46

0,65

0,84

0,81

0,82

0,83

0,61

0,71

0,81

0,39

0,46

0,52

0,16

0,23

0,29

0,08

0,09

0,09

0,02

0,03

0,03

Ekcnept 5

0,11

0,16

0,21

0,28

0,29

0,30

0,33

0,38

0,44

0,55

0,56

0,56

0,61

0,70

0,80

0,45

0,65

0,85

0,32

0,45

0,58

Excnept 6

0,41

0,59

0,77

0,60

0,85

1,00

0,80

0,93

1,00

0,66

0,76

0,87

0,40

0,47

0,53

0,15

0,22

0,28

0,06

0,08

0,09

Excnept 7

0,08

0,09

0,10

0,15

0,21

0,27

0,24

0,35

0,46

0,42

0,43

0,45

0,40

0,57

0,74

0,46

0,66

0,85

0,48

0,56

0,63

Ekcnept 8

0,54

0,63

0,71

0,72

0,84

0,95

0,54

0,77

0,99

0,52

0,53

0,53

0,19

0,27

0,36

0,08

0,11

0,14

0,02

0,03

0,05

Ekcnept 9

0,28

0,41

0,54

0,46

0,46

0,47

0,42

0,60

0,78

0,69

0,69

0,70

0,41

0,58

0,74

0,35

0,36

0,36

0,14

0,17

0,19

Excnept 10

0,19

0,27

0,35

0,51

0,53

0,56

0,76

0,80

0,83

0,89

0,90

0,91

0,74

0,77

0,81

0,43

0,50

0,57

0,21

0,24

0,28

Excnept 11

0,53

0,77

1,00

0,58

0,84

1,00

0,57

0,66

0,75

0,33

0,39

0,44

0,23

0,24

0,25

0,09

0,13

0,16

0,05

0,05

0,05

12

Ekcnept 12

0,10

0,10

0,10

0,22

0,25

0,29

0,32

0,47

0,61

0,63

0,64

0,64

0,62

0,65

0,68

0,35

0,50

0,65

0,27

0,39

0,51

13

Excnept 13

0,10

0,10

0,10

0,23

0,24

0,25

0,29

0,42

0,55

0,38

0,55

0,72

0,53

0,54

0,54

0,53

0,54

0,54

0,46

0,47

0,47

14|EKCI'IepT 14

0,05

0,05

0,06

0,08

0,11

0,14

0,18

0,25

0,32

0,50

0,52

0,55

0,75

0,78

0,82

0,75

0,87

1,00

0,52

0,74

0,96

1 5|EKcnepT 15

0,32

0,37

0,42

0,43

0,61

0,79

0,74

0,74

0,75

0,47

0,67

0,87

0,31

0,45

0,59

0,30

0,31

0,33

0,13

0,19

0,24

16|EKCI‘IepT 16

0,62

0,90

1,00

0,72

0,84

0,96

0,39

0,57

0,74

0,20

0,29

0,37

0,10

0,15

0,20

0,05

0,07

0,09

0,02

0,02

0,03

To calculate the parameters of importance of expert assessments the Gaussian density is determined:

The mathematical average (2) of interval expert assessments is determined:

My = {[0,26;0,42],[0,40;0,55],[0,48;0,57],[0,52;0,66],[0,47;0,641,[0,34;0,50],[0,24;0,36]}

Calculate the integrated peer-review (3)

511 =1{[0,28;0,42],[0,43;0,56],[0,50;0,66],[0,52;0,68],[0,52;0,59],[0,35;0,54],[0,27;0,33]}

Calculate the correction factor for the valuation interval (4):
K{1=255; K{, =1,94.
A Gaussian density is determined (5) with the normalization factor:

01, = {[0,20;0,281,0,35;0,471,[0,48;0,64],[0,52;0,681,[0,45:0,58],[0,31;0,401,[0,17;0,21]}

Indicators of importance according to (1) have the following meanings:

wi1(0y1.1)=0,68 w1(Q11,)=0,60 w(Qy,3)=036 w(Qy,4)=0,66

Wll(é]l,s) =0,67 W11(§11.6) =0,58 Wll(@l 17)=0,40 W11(§11.8) =0,69

W1(011.9)=0.86 11(011.10) =049 11(0y1.11) =059 wi1(Q,y1,) = 0,65

W11(011.13) = 080 w1 (Q11,14) =035 wi1(Q115) =0.84 w1 (Qy45) =0.64
The least remote expert assessment is found by the algorithm presented in Section 1.3:

The distance matrix (7) between the estimates of the experts is constructed:
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Expert1 [0,00 0,22 .. 041 0,65]
Expert2 0,22 0,00 .. 033 0,56
Dy, =
Expert15) 0,41 0,33 .. 0,00 0,37
Expertl6 0,65 0,556 .. 037 0,00

A vector (8) from the respective rows of the resulting matrix is calculated:

S =17,67 7,04 .. 7,07 8,44].
The value of expert estimate, which is less remote from the opinions of other experts (9), which corresponds to
the expert number 13, is found:

M, = Expert13(6,36).

In the confidence setT;, , calculated using (10), taking into account RI(T”) =0,25, the experts Ne 1, Ne 2, Ne 4,
Noe 5, No 6, Ne 8, Ne 9, Ne 11, Ne 12, Ne 13, Ne 15, Ne 16 are included. Indicator of the level of consistency (11)
s = 0,75, which is greater than a predetermined threshold priori S = 0,7, indicates the consistency of
expert estimates in this round of expert evaluation.

The point estimate with the greatest ability to implement and with the maximum degree of confidence in the

supplied reply corresponds to the level s(Q,,) =6

Thus, most experts agreed that "Outdated technical equipment" is the main cause of the crisis of the livestock
industry of AIC Crimea and all major powers to combat the crisis should be aimed at elimination this problem.

3. Conclusion

Under the conditions of rapid development of innovative technologies the application of system approach to
solving problems of foresight is a necessary component for the effective support of the process of foresight.

The information model of knowledge is a flexible toolkit for building, reporting and analysis of alternative
scenarios for the future in the visual form for analytics with the purpose of further analysis and appropriate
recommendations to assist in making a decision.

The application of a combination of frames and the semantic network has advantages in the description of
objects, processes, events and scenarios in the database with the time-space dimension and representing each
of them as an integral structure - a frame. The establishment of the forward and backward connections between
the entities with the help of other entities raises the level of perception of the information by the analyst, provides
a convenient machine representation for analysis and prevents the violation of structural uniformity and integrity
of the database.

The architectural approach to the representation of the field of knowledge in the form of framing allows the
network to scale objects to appropriate levels, allowing them to contrast and compare with each other by various
sections [2]. Presentation of tier architecture according to the principle of abstraction the knowledge field makes it
possible to move from a linear planar representation of complex entities to more simple, which allows you to
create an ordered hierarchy of knowledge, taking into account the features of the process of foresight.
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MATRIXES LEAST SQUARES METHOD AND EXAMPLES OF ITS APPLICATION

Vladimir S. Donchenko, Inna M. Nazaraga, Olga V. Tarasova

Abstract: General framework of Least Square Method (LSM) generalization is represented in the paper. Namely,
- generalization on vectors and matrixes case of the observation. Also, some principal examples are represented
in the article. These examples illustrate the advantages of LSM in the case under consideration. General
algorithm LSM with matrixes observations is proposed and described in step-by-step variant. The examples of
method applications in macroeconomics and TV-media illustrate the advantages and capabilities of the method.

Keywords: Moore-Penrose pseudo inverse, regression, least squares method, macroeconomic indicators, media
indicators, prediction.

ACM Classification Keywords: G.3 Probability and statistics, G.1.6. Numerical analysis: Optimization, H.1.m.
Models and Principles: miscellaneous.

Introduction

The Least Squares Method (LSM) is reliable and prevalent means to solve prediction problems in applied
research and in econometrics particularly. It is used in the case when the function is represented by its

observations (x;, y;),i = LN. Commonly used statistical form of LSM is called Regression Analysis (RA). It is
necessary to say, that RA is only statistical shape for representing the link between the components
X, Y =1,N in observations(xl.,y,),izl,_N. So using RA terminology of LSM for solution of function
estimating problem, and correspondingly, - prediction problem, is only the form for problem discussing.

It is opportune to note, that the LSM is equivalent to Maximum Likelihood Method for classic normal regression.
Linear regression (LA) within RA has the advantage of having a closed form solution of parameter estimation
problem and prediction problem. Real valued functions of vector argument are the object of investigation in RA in
general and in LA in particular. Such suppositions are due to technical capabilities of technique for solving
optimization problems in LSM. This technique is in the essence an investigation of extremum necessary
conditions. This remark is entirely true for yet another widely used assumption, namely, full column rank
assumption for appropriate matrix, which ensure uniqueness of parameter estimation. It's interesting that another
technique: Moore — Penrose pseudo inverse (M-Ppi) ([Moore, 1920; Penrose,1955]) provides a comprehensive
study and solution of parameter estimation problem.

Below in the article the results developing M-Ppi technique are presented. These ones enable operation with
matrices as with real valued vectors and in optimization problem of LSM. And, as the consequence, the results
enable designing of LSM for observations with matrix components. It is interesting to note, that such results would
require the development of a full arsenal M-Ppi conception for objects in matrix Euclidean spaces. But in the case
under consideration manage to use M-Ppi results for Euclidean spaces of real valued vectors to solve the
problem of LSM estimation for matrixes observations. Correspondent results are also represented below as well
as illustration of its applications for predicting in macroeconomics of Ukraine and in estimating of TV audience.
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And the remark in conclusion. Obvious advantage of matrixes LSM, besides the explicit closed estimation form, is
the fact that matrixes observations preserve relationships between the characteristics of phenomenon under
consideration.

Theoretical foundation: the least squares method

The LSM in its classic version — this is a way to "restore" the numeric functions y = f(x,0),x € X,0 € ® from
parametric function family, when this function is represented by this or that collection observations
(x,¥),x € X,y € R". «Restored function» y = f(x,e) = f(x,0) is defined by choosing appropriate 6 € ©®
(estimation of parameter). The value of parameter 6 and restored function y = f(x,é)l call by its estimation
correspondingly.

In the version of the discrete set of observations, a collection of observations (sample) is discrete:
(x.,¥,):x, eX,y, eR'i =1,N and parameter is real valued vector: © c R”:6" =(6,,0,,-.-,6,.,).

"Recovery" can be understood in different ways:

Establish the true value of the function when the model observation is y, = f(x;,6,),i = LN, 6,€0,

Approximation of the observed values (x,y;):x, € X,y, eRl,i:L_be a function from appropriate

parametric family: by the choice of appropriate parameters & € © . Such choice has to be done in such a way that
the function y = f(x,8) were the "best" to conform to the observation (X;,y;),i = LN.
Two previous versions can be combined in a model of observations, which can be described as a model of
observations with errors:

vy, =f(x,6,)+¢,i =1,_N,€0 €0,

&;,i =1,n interpreted as errors of observations.

Last model of observations in the version, when &;,i =1,_N- are the values of independent random variables is
the subject of statistical theory, called regression analysis.

Problem "restoration of function" within the first model of observations can be reduced to the solution of
simultaneous equations

{y, =f(x,,6),i =1,N (1)
In the rest two cases the approximation criteria 3(&) are to be determined.

In the method of least squares such criterion is determined by the formula:
N
(0) =2 (v, ~f(x,0), )
i=1
Correspondingly, 6  ® defined as a solution of the optimization problem of LSM:

ArgminJ(0) = Argmin > (y; - f(x;,0))’

0O 6cO i=1

6 e Argmin3(0) = Argmin > (y, - f(x;,0))" .

0cO 0cO i=1
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It is easily to check, that the 6, € ® in the first model (the system of equations (1)) belongs to the set of

optimization solutions:

N
6, € Argmin3(6) = Argmin > (y, — f(x,,0))" .

(230} 0O i=1
Thus, the recovery function problem for the function presented by its observations in both of the forms discussed
earlier is reduced to solving an optimization problem (3).

Thus, in all cases of the recovery (estimation) problem for the function, presented by its observations
(x.,y,),i =1,N , through parameter estimation §: f(x,8)=f(x,8), 6 can be described as a solution of the
optimization problem from (3) and called LSM estimation for parameter or function correspondingly:

The widespread use of LSM in solving of restoration problem for the function, presented by its observations, is
determined by its very attractive feature. It is closed form solution for the parameter estimation problem. For a
family of functions

p-1
f(x,0)=> 60f(x),0" =(6,.6,....6,,),
j=0

f.(x),j = 0, p—1- known function of vector argument x
Under additional assumption rank X=p.
Closed formed solution in LR for optimization problem (3) \ is determined by formula
0=(X"X)"'X"Y, (4)
where X — matrix determined by relation
X =(f,0)).i=LN,j=1p-1,
Y - vector of observed values of the function: Y™ = (y,,....,y, ).

Constraint rank X=p.is technical, determined only by the solution method for the optimization problem (3) and
ensure uniqueness Gauss- Markov equation of the extremum necessary conditions for the functional in (2).

Functional 3(9) of LSM for LR turns to the form
I=|Y-XO|.
Correspondingly, and the optimization problem (3) turns to form of
ArgminS(H)zArggninH Y -XO|. (5)

0O
Optimization problem (5) is essential element of pseudo inverse definition X " of a matrix X by Penrose

[Penrose, 1955] (M-Ppi). By this definition pseudo inverse X" for ¥ # Ojs determined as norm minimal solution
of optimization problem (5):
X'Y=arg min |||

HeArg min||yY - X 6|7
0O

This definition is only one from more than ten or more equivalent definitions of M-Ppi. M-Ppi technique enables
comprehensive solution of optimization problem (3) in form (5) (see, for example [Kupuyerko, [JoHueHko, 2005)):

Arge(ranin||Y—X¢9||2:X*Y+(Ep —XX')R" ={0:60=X"Y +(E, - XX")B, R},

with M-Ppi X for matrix X . For classical conditions: under condition rankXx = p matrix X" X invertible
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X' =(X"X)'XT, XX* =E, = E, - XX =0,
Argmin||Y = X6 |['= XY +(E, - XX )R? ={ XY} = {(X" X) ' XTY}

0O
Preferential use estimates from (4) and the equation of Gauss - Markov is quite restrictive in applying LSM, while
advanced M-Ppi technique, as it mentioned above, enables comprehensive solution of an optimization problem
(5). Such preferences of LSM users seems to be the results of habit and the fact of clarity of the source of
Gauss - Markov equation as well as the fact, that M-Ppi technique require additional efforts for its mastering and

applying.
Actually, directly Penrose [Penrose, 1955] pseudo inverse matrix A™ to mxn matrix A defined as nxm-
matrix, which specifies a linear operator A" : R™ — R" , whose action for arbitrary y € R™,y # 0 is defined by

Ay = argmin || x|I’.
xeArgmin||Az-y|I* (6)
zeR"

So, by this definition, A"y associated with SLAE (system of linear algebraic equations) Ax = y and defined as

smallest norm solution of the optimization problem of best quadratic approximation of the right side of SLAE
values of the left side:

Argmin||y —Ax|},AcR™",yeR". 7)

xeR"
The set of all solutions of the optimization problem (7) (see, for example, [Kupuuenko, doHueHko, 2005]) is
determined by relation

Argmin||y - Ax|’= A’y +(E, - A"A)R" ={x: x=Ay+(E,-A"AVv,v eR”} : (8)

xeR"
M-Ppi efficiency owes singular valued decomposition (SVD) in its special tensor product form (will be denoted as
SVDtp) (see, for example, [DoHueHko, 2011]): any m x n matrix A is represented by singularities of two matrixes

ATA,AAT: by orthonormal collections of eigenvectors v, eR”,izl,_r,u, eR™i=1r of ATAAAT

. . . 2 2
correspondingly and common collection of correspondent nonzero eigenvalues 4; = ... = 4. > 0,7 = rankA .

A= Auv/,
i=1
Av, Alu, . —
u =—~u = Jd=1Lr.
A A

For another definitions of SVD see, for example, [An6epT, 1977].

M-Ppi definition by SVDtp among more than a dozen other equivalent, is represented by equality:
A= A uy]
i=1

M-Ppi is even more than just a tool for working with only vector objects. It provides a means for the manipulating
with matrixes. Particularly, M-Ppi technique for real valued vectors enable comprehensive solution of optimization
problem type of (3) in form (5) for matrix objects:

Argmin||Y -AX||},)Y e R"?,Ac R™", 9)

XeR™P
where the trace norm || -||,, generated by trace scalar product:

(C,D), =) c;d; = trC™ D = sum of the diagonal elements of the matrix C" D
ij
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Full solution of the optimization problem (9) is given by the theorem 1 below (for example, [doHueHko, 2011]).

Theorem 1. For any m x n matrix A
Argmin||Y —AX |, = X*Y +(E, —A"AR™ ={Z:Z = XY +(E, - A'AV,V e R™} . (10)
XeR™P
As in the vector case, the solutions of matrix optimization problem (10) coincide with the set of all solutions of
matrix algebraic equations relatively X:
AX =Y, A-mxnY -mxp,X-nxp,
when such solutions exist.

Optimization problems and its solutions (8), (10) for, correspondingly, vector and matrix objects, namely, the
problem of the best quadratic approximation of the right part of linear equation by the left one, constitute the basis
for the least squares method for vector and matrix of observations. “Vectors” or “matrixes” case for observations
(x,y) means, that both its components:, x, y - are simultaneously the vectors or the matrixes correspondingly
under supposition that relation between them determined by the components a m x n matrix A.

Theorem 2. Let the collection of vector pairs (x;,y;): x; e R",y, e R",i = 1,N or matrix pairs

(X,,Y,): X, e R™Y, e R™",i =1,N are an observations of linear operator, defined by mx n- matrix
A:R™ — R™".
Then the set of LSM estimation of the operator A, is determined by the set of optimization problem solutions

ArgminJ3(A)

AeR™"

with
N
D (v, - Ax,.y, — Ax;)’, vector observations

“u
z
I

D (Y, - AX,.Y, - AX,),, matrix observations
i=1

N
i=

is equivalent to optimization problem of the best quadratic approximation of the right hand part of algebraic
equation X'A” =Y' by it left hand part respectively matrix A" with matrices X,Y defined by the
components of the observations accordingly to the relations:
X - {(x1 i...ix,)— vector observation
(X,:...i X, ) — matrix observation’

(11)

(12)

Proof. Indeed, It is easy to verify, that simultaneous equations: vectors y, = Ax,,i =1,N or matrixes

Y =AX,,i= 1,N , - in the observations model, are equivalent to matrix equations correspondingly:

which follows from the definition of matrix algebra operations

Thus, in the notation (11), (12) observation models for both types of observations are represented by matrix
equation AX =Y with known matrixes X,Y and unknown matrix A.

Besides

ArgminJ(A) = Argmin || AX =Y ||’

AcR™n AcR™N
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So, equivalently
ArgminJ(A) = Argmin || AX =Y |2 = Argmin || YT - X7 AT |12, (13)

AeRM*n AcR™<n AT eRMM

which proves the theorem.

Theorem 2. The set of all solutions for LSM - estimation of the linear operator by its vectors or matrixes
observations is given by the relation:

ArgminI(A), 3(A) = {A: YX" +V(E, - XX*),V e R™"}, (14)

AeR™"
Proof. The proof follows directly from theorem 1, relation (10), that describes the solution of matrix algebraic
equations through obvious changes in notation and subsequent transposition using commutative property for M-
Ppi for matrix and its transpose.

General algorithm of LSM with matrix observations

LSM wit matrixes observation for prediction is implemented in the usual way: by estimation of the function
(operator) and using of the estimation on the appropriate argument. Observations, necessary for the estimation
procedure to be applied, should be constructed on the basis of a data available. It is the first step of the algorithm
proposed.

Step 1. Constructing the matrices components of observations. This step is performed on the based on
statistical data by its aggregating firstly in vector and then - in matrixes R,R,,..., R, . Such two — step procedure
uses natural elements of phenomenon description. Vector constituents as a rule are a collection of that or those
characteristics of phenomenon under consideration which corresponds to fix moments of time. These vectors
constituents which correspond some “time window” are aggregated in matrix. Then the “time window” is shifted
and new matrix is built, and so on.

Step 2. Constructing the observations. The matrixes R, R, ..., R, being built the observation pairs (X,Y,)

are built by consequence elements of R,R,,....R,:(X,.Y;)=(R;,R,,,).j =Lk —1.

X
A
| [ ) |
| >
/N /N )
t R\f ' N
1 A R> Y, Rs
X\f N
’ " AL Y,
x v

Fig. 1. Aggregated matrixes and observations

Step 3. Parametrization of the model. The relationship between matrixes elements of observations is
established by matrix equation Y = AX with matrix A as a parameter.

Step 4. LSM - estimation. The essence of this step is constructing the LSM-estimation accordingly to (14) by

choosing the one with minimal norm:

A=yx", (15)
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Step 5. Constructing the prediction formula. Prediction problem solution, based on the estimated operator A
is standard: for any appropriate matrix argument X* predicted Y*is defined by relation Y™ = AX'.

Step 6. Calculations and the accuracy of prediction. The accuracy of prediction in economic research, as a
rule, is estimated by formal criterion of accuracy called “absolute percentage error (APE)”, defined by the relation
Z - 2t

Z

APE =

t=1,T , where z, - the actual value of the index at the time ¢ , Z, - prognostic value of the

index at the time ¢ .

It is generally accepted that the value of APE which is less than 10%, corresponds to high prediction accuracy,
so, values from 10 to 20% is interpreted as good prediction accuracy, values from 20 to 50% are considered to
be satisfactory, more than 50% - unsatisfactory prediction accuracy

There are some examples that illustrate the method below. Some more examples one can find in [Donchenko,
Nazaraga, Tarassova, 2013].

Example 1: prediction economic indicators
In this example, the statistical data of the State Statistics Service of Ukraine was used [Ukrstat].

As described in [Xapaasiwsini, 2007], the regression methods most often used to predict of economic indicators in
the normal way. In this example, the theory of matrixes LSM (Sections 1) was used.

In particular, Table 1 - 3 presents the value of gross domestic product (GDP), wages of employees (WE), final
consumption expenditure (FCE), exports of goods and services (E) and imports of goods and services (1) for the
2007 — 1 quarter 2013 (192013) years (quarterly and annual data at current prices).

Table 1. The value of 5 indicators for 2007 - 2008 years (at current prices; min.UAH)

1 quarter | 2 quarter | 3 quarter | 4 quarter | Total |1quarter | 2 quarter | 3 quarter | 4 quarter | Total
2007 2007 2007 2007 2007 2008 2008 2008 2008 2008
GDP 139444] 166869 199535 214883 720731| 191459 236033] 276451 244113 948056

WE 69078 82021 91922) 108915 351936| 100492 116441| 121522] 132009 470464
FCE 112494] 130245 140935 174907 558581| 161565 182154| 194262) 220921 758902
E 67513 79664 88491 87537) 323205 88516 116640[ 132177] 107526 444859

I -716022]  -85992)  -93895( -108464) -364373| -110802 -135800] -144433] -129553| -520588

Table 2. The value of 5 indicators for 2009 - 2010 years (at current prices; min.UAH)

1 quarter | 2 quarter | 3 quarter | 4 quarter | Total |1 quarter | 2 quarter | 3 quarter | 4 quarter | Total
2009 2009 2009 2009 2009 2010 2010 2010 2010 2010

GDP 189028)  214103|  250306] 259908 913345 217286] 256754| 301251] 307278 1082569
WE 99206 111616  114251) 126270{ 451343 114062| 133690 139108] 153791 540651
FCE 172426] 188041 196074] 216285 772826| 194511| 216027 232397] 271295 914230
E 86994 95390] 114962 126218] 423564 112105 134553 145563] 157144| 549365
I -02892]  -96846 -116057] -133065( -438860] -114550f -131242] -156102] -179050] -580944

Table 3. The value of 5 indicators for 2011 — 12013 years (at current prices; min.UAH)

1 quarter |2 quarter |3 quarter |4 quarter| Total |1 quarter|2 quarter |3 quarter |4 quarter| Total |1 quarter
2011 2011 2011 2011 2011 2012 2012 2012 2012 2012 2013
GDP | 261878 314620] 376019 364083| 1316600] 293493 349212| 387620] 378564 1408889] 301598
WE | 135831 155367] 158186| 178727 628111 158145 180432] 179944] 199638 718159 165337
FCE | 236580| 268688 285548 314385[1105201f 272970] 311851] 328173] 356607| 1269601 291388
E 156545 179626] 184258 187524 707953 165810] 181413] 188467) 181657 717347 162250
[ -173046] -187916 -202131] -215935| -779028] -186323| -215091| -214364| -219616] -835394] -180530
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1A. Indicators prediction for 2011-2012 years on the basis of 2007-2010 years.

1. Based on table 1 obvious way form a matrix of observations R, , based on table 2 — matrix R,, based on

table 3 — matrix R;.
2. Pair of input output matrix data (X, Y;) will have the form(R,,R,) .
3. Matrix A, (see (15)), obtained from the equation Y, = A X, :

0,472791 4,270925 -0,44387 2,83749 4,410361
—-0,53049 3,940514 -0,71641 2,130856 2,325999
/2\1 =1-0,79734 5,886174 -0,49137 3,70521 4,549089
0,071931 0,956233 0,215418 0,572184 0,742387
-0,34424 2,097631 -1,97502 -0,54289 -0,95884

4. From the equation Y = AX" calculate matrix predictive indicators Y™, X" = X, .

273694,0
136422,5
2482552 306758,3
126419,3  145322,3
—165678,3 —169885,3

338005,3
169529,1

333617,9
151972,4
274580,8
149113,3
—184891,2

337446,1
164184,7
292074,4
159464,7
—192705,1

1282763,3
622108,7
1121668,7
580319,6
—-703159,9 —170727,7

316432,6
1672817
296834,3
145704,8

399450,3
217282,3
377567,3
172400,0

357960,9
168935,4
293639,5
172152,0

337906,6
167030,4
294664,7
184595,4

1411750,4
720529,8
1262705,8
674852,2

—181818,3 —200242,7 —232626,0 —785414,8

5. For matrices predictive indicators Y~ and actual indicators 2011 - 2012 years Y, calculate the matrix APE:

4,51% 7,43% 11,28% 7,32% 2,57% 7,82% 14,39%
0,44% 912% 3,93% 8,14% 0,96% 5,78% 20,42%
4,93% 1417% 3,84% 7,10% 1,49% 8,74% 21,07%
19,24% 19,10% 19,07% 14,96% 18,03% 12,13% 4,97%
10,04% 9,60% 8,53% 10,76% 9,74% 8,37% 15,47%

7,65%
6,12%
10,52%
8,66%
6,59%

10,74%
16,33%
17,37%
1,62%
5,92%

0,20%
0,33%
0,54%
5,92%
5,98%

In accordance with the submitted values matrix APE, error prediction GDP in 2011 (as a whole) was 2,57%, WE -
0,96%, FCE -1,49%, E - 18,03%, | - 9,74%, error prediction GDP in 2012 (as a whole) was 0,20%, WE - 0,33%,
FCE - 0,54%, E - 5,92%, | - 5,98%, and excess error 20% for some mentioned quarterly indicators can be
explained by the fact that prediction is used, in particular, data the years of crisis 2008 - 2009.

1B. Indicators prediction for 2013 year on the basis of 2011-2012 years.
1. Data of 2011 year (Table 3) form a matrix R, , data of 2012 year (Table 3) form a matrix R, , data of 2013 year

(Table 3) form a matrix R, .

2. Pair of input output matrix data (X,,Y;) will have the form (R, R, ).
3. Matrix ,2\1 (see (15)), obtained from the equation Y, = A X :

0,636101  0,151580 —0,160623 1,242501
~0,120202  0,443779  0,343330  0,498337
A =] 0052472 0,519415 0,596880 0,282772
~0,033165 —0,444692 —0,527290 1,253027
0,058681 -0,274726  0,110891 —1,420427

0,290005
0,172744
-0,018491
—0,944773
—0,183491
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4. From the equation Y = AX" calculate matrix predictive indicators Y*, X* = X, .

318801,99  362421,85 393132,98 375805,98 1450162,79
179064,63 198412,63 202824,03 218113,67 798414,96
310804,97  353456,17 366941,54 391838,84 142304153
159803,61 174273,50 172762,31 145740,75 652580,17
-197286,77 -212712,68 -218667,93 -210819,92 -839487,30
5. First column of the matrix of errors APE is calculated from the matrix of the forecast indicators 5,70%
values Y~ and actual data for 192013. Thereby, the prediction error of GDP (1g2013) - 5,7%, 8,30%
WE - 8,3%, FCE - 6,66%, E - 1,51%, | - 9,26%. 6,66%

In general, comparing the results with the values of the relevant indicators the consensus | 1,51%
prediction [Me], it can be argued about the competitiveness of the proposed article approach for | 9,28%
forecasting macroeconomic indicators.

Example 2: prediction of TV audience performance

Media planning is based on the use of predictive indicators of TV audience. All players of the advertising market
depend on the accuracy of TV audience indices predictive. In practice, five basic TV indicators are forecast:
— share of TV channel audience (share of the channel - sc) — this index determines the amount of viewers
who watched TV from the total number of viewers at the investigated time period;

— rating of TV channel audience (ratings of the channel - rc) - this index determines the amount of TV
audience, it takes into account the duration of watching TV every spectator in the analyzed period of
time;

— TotalTV rating (rt) - this index determines the total size of the television audience, it takes into account
individual TV time watching by every spectator in the analyzed time period;

— advertising TV audience rating of the channel (an advertisement rating - ra) - this index determines the
size of TV advertising audience it takes into account the duration of advertisement viewing by every TV
viewers;

— break-factor (bf)- this index determines the proportion of the audience that stays for advertising viewing.

Data description
We used five indicators data for 2013 year by months and three time slots (7:00-13:00, 13:00-19:00, 19:00-
25:00).
The result of observations for this period of five television performance (audience share of channel sc, rating of
channel rc, TotalTV rating rt, ratings of channel advertising ra and break-factor bf) forms the matrix of monthly
r(i
r(")z = m
r(is

)

r(i)y

observations r(i) =

Respectively r(i),,i = 121 — is the row-vector of monthly TotalTV raiting; r(i),,i = 1,21 — is the row-vector of
monthly data of channel audience share; r(i);,i = 121 — is the row-vector of monthly data of channel rating;

r(i)g.i = 121 — is the row-vector of monthly advertising raiting data, r(i)s,/ = 121 — is the row-vector of
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monthly break-factor data. These monthly data vectors for a given period (in our case — 7 months) naturally

organizing the matrix of observations R(i),i = 1,21.

Table 4. TV data perfomance by months and time slots

Period Time slot rt sC rc ra bf
07:00 - 13:00 11,3 8,1 0,9 0,8 0,8
Jan.2013 13:00 - 19:00 18,9 9,1 1,7 1,3 0,8
19:00 - 25:00 28,2 8,7 2,5 18 0,7
07:00 - 13:00 10,9 74 0,8 0,6 0,8
Feb.2013 13:00 - 19:00 17,2 7,7 1,3 0,9 0,7
19:00 - 25:00 27,5 8,4 2,3 1,6 0,7
07:00 - 13:00 11,5 8,0 0,9 0,7 0,8
Mar.2013 13:00 - 19:00 17,6 8,6 1,5 1,0 0,7
19:00 - 25:00 21,7 9,4 2,6 1,9 0,7
07:00 - 13:00 94 8,2 0,8 0,6 0,8
Apr.2013 13:00 - 19:00 13,4 10,1 1,4 1,0 0,8
19:00 - 25:00 24,7 9,9 24 1,8 0,7
07:00 - 13:00 9,1 8,4 0,8 0,6 0,8
May.2013 13:00 - 19:00 13,0 10,1 1,3 1,0 0,7
19:00 - 25:00 22,5 9,6 2,1 1,6 0,7
07:00 - 13:00 8,3 7,7 0,6 0,5 0,8
Jun.2013 13:00 - 19:00 12,4 8,8 1,1 0,8 0,7
19:00 - 25:00 21,6 9,4 2,0 1,4 0,7
07:00 - 13:00 8,2 7.2 0,6 0,5 0,8
Jul.2013 13:00 - 19:00 11,9 7.9 0,9 0,7 0,7
19:00 - 25:00 20,6 9,1 1,9 1,3 0,7

To apply the theory of pseudo inverse we use the signs of Sections 1 and construct from the observations matrix

the matrix pairs of input and output data of our model. We grouped the observational data matrix R(i),i =121

R, = (r(1):...ir(3)),

Then the matrix pair (X,,Y, ), on which evaluation matrix of the model parameters A will be calculated from the
matrix equation Y = AX , is as follows (X,,Y;)=(R,,R,). The matrix pair (X,,Y,) is used to construct the

forecast indicators matrix Y~ from the matrix equation Y~ = AX , and accuracy estimation of prediction Y~ by

Y,-Y

the criterion of accuracy APE =
2

‘ : where (X,,Y,)=(R,,R;). Then

(X2,Y,) =(R;,R3) = (X5,Y3) = (R3,Ry)
(X3,Y3) =(R3,Ry) = (X,,Y,) = (R4, Rs)
(X4,Y4) =(R4,R5) = (X5,Y5) = (Rs,Rg) and so on.
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The use of the algorithm

1. We constructed the matrix of monthly observations R;,..,R; on the basis of the matrix of observations

r(i),i = 1,21 (five basic monthly indicators in 2013(Table 4)) by grouping data.
2. A pair of input-output data matrices (X,,Y,) takes the form (R, R,).

3. Then the matrix of estimates of the model parameters A, that obtained from the equation
Y=AX=Y =AX, =

1406 —0.784 0.349
A=11288 -1.126 0.846
0.577 -0.889 1.341

4. From the equation Y™ = AX" calculate predictive indicators matrix Y*, X" = X, .

11,55 7,29 0,91 0,74 0,81
18,07 7,95 1,51 1,14 0,82
27,98 8,66 2,38 1,70 0,77

5. A comparison of the predictive indicators matrix Y~ and actual performance matrix Y, gives a matrix of errors
APE:

0,2% 9,2% 1,0% 1,6% 2,0%
2,4% 7,8% 0,3% 8,2% 15,3%
1,0% 8,3% 9,1% 9,3% 7,1%

Similarly, we have continued calculation and got a table of forecast values for five TV media indicators. In the
same way we got the error matrix table APE (Table 5).

Table 5. TV data perfomance forecast dbte by month and time slot

SE5 | € o clglelels| o || v | x| 3
o5 E & E < < . & <
. S 07:00 - 13:00 M6 73] 09 07| 08 02% (| 92% 1,0% | 1,6% [ 2,0%
Y3 5 2| 13:00 - 19:00 18,1 8,0 1,5 1,1 08| 24% 7,8% 0,3% | 8,2% 15,3%
= 19:00 - 25:00 28,0 87| 24 1,7 0,8 1,0% 8,3% 9,1% | 9,3% 7,1%
o 07:00 - 13:00 12,2 85 10| 08 09| 22,7% 38% | 21,7% | 23,3% | 8,0%
%2 13:00 - 19:00 18,2 9,3 1,6 1,2 0,9 | 26,2% 86% | 14,2% | 13,5% | 11,8%
Y: = 19:00 - 25:00 27191 100 27 21 1,0 | 11,5% 0,7% 9,3% | 14,9% | 24,8%
S 07:00 - 13:00 7,8 791 05| 05 09| 157% 59% | 42,5% | 27,9% | 11,4%
22| 13:00 - 19:00 1201 95] 09| 07 1,1 8,7% 72% | 51,0% | 34,5% | 30,5%
. = 19:00 - 25:00 23,6 90| 21 1,6 09| 49% 6,6% 1,0% | 3,0% 18,0%
Yy o 07:00 - 13:00 89| 87| 08] 06 0,8 57% | 108% | 17,2% | 16,3% | 2,1%
E 21 13:00 - 19:00 12,71 10,2 1,3 1,0 0,7 28% | 130% | 157% | 16,3% | 0,4%
B 19:00 - 25:00 20,5 9,3 1,9 1,4 08| 54% 0,2% 56% | 1,7% 7,1%
. = 07:00 - 13:00 761 73| 06| 05] 08| 7,6% 11% [ 55% | 58% |23%
Ya = | 13:00 - 19:00 16| 82 10| 07] 08| 28% | 35% | 36%]93% |[90%
- 19:00 - 25:00 20,7 | 9,2 1,9 141 07] 0,3% 18% [ 24% [ 19% |24%

As the APE errors table shows, the average annual forecast indicators error for Mar-Jul.2013 is: 5.9% - for TV
charinel audience share; 13.3% — for TV channel audience rating; 7.9% — for TotalTV rating; 12.5% — for TV
channel advertising rating; 10.1% - for break-factor. The average prediction accuracy for all five indicators is
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acceptable for monthly year forecasts. However, exceeding the 10% threshold accuracy in some months is
critical and shows the necessity of expert correction.

Conclusion
In the article case of matrix of observations for the arguments and values of the renewable function of the linear
relationship between the components of observation has been considered.

Based on the matrixes least squares method, approach to prediction of indicators was proposed.
Testing approach with the use of statistical data of the economic and media indicators was made.

Results of prediction with available statistics were compared. The proposed approach for finding predictive values
indicators is competitive.
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PARAMETRIC IDENTIFICATION FOR FOR MODEL OF A CHEMICAL HAZARDOUS
SUBSTANCE CONCENTRATION USING SOFT COMPUTING

Oleg Zemlianskyi, Vitaliy Snytyuk

Abstract: The technology of concentration determining for a hazardous chemical substance in the pre-accident
period is suggested. As a concentration model was selected neuro-fuzzy network with fuzzy inference in
Tsukamoto form. Parametric optimization of concentration model is proposed to carried out using a modified
method of directional optimization. There are presents the results of numerical simulations.

Keywords: Chemical hazardous substance, prediction, neuro-fuzzy networks, evolutionary modeling.

ACM Classification Keywords: |.2.1 Applications and Expert Systems — Industrial Automation

Introduction

Last decade characterized by the development of information technologies as well as the growth of energy,
metallurgy, chemical industry and agriculture, increased anthropogenic impact on the environment. Primarily it
should be noted for the chemicals manufacturers and consumers. The increase in production volumes,
competition and, consequently, decrease the rate of return, depreciation of fixed assets and investment flows
behind the rate of depreciation is the cause of chemical accidents and disasters. Here are just some accidents of
the last century and in recent years. In 1976 in Seveso (ltaly) from the effects of chemical disaster affected more
than 1,000 people, in 1978 in Suzhou (China) 3000 people were died, in 1984 in Bhopal (India) died 4035 people,
in 1998 in Yaroslavl (Russia) in the affected area was more than 3,000 people, in 1989 in Jonava (Lithuania)
spilled 7,000 tons of liquid ammonia, in 1991 in Mexico from the effects of chemical accident 17 people were died
and 500 suffered, in 2010 in Hungary may be leaking tank of toxic waste and 10 people died, in 2012 in Latvia
train derailed and 180 tons of chemicals spilled into the ground, in 2012 in Germany, there was a chemical
accident with the release of chlorine and 39 people were affected, in 2007 in Ukraine was derailed train carrying
yellow phosphorus, hundreds of people have been affected, in Gorlivka (Ukraine) in 2013 strait of ammonia
occurred, five people died. The above are the most serious accidents, but their total number in the same period -
tens or hundreds of thousands.

Modeling of chemical accidents and its features

It would be premature to assume that in the near future the number of accidents decreased. Therefore, an
important problem is to minimize their negative effects which primarily include the loss of life, environmental
disasters and material damage. lts solution depends on the quality of decisions, as before the accident and after
it. Information basis for this is the data on accident parameters, concentration of a chemical hazardous substance
(CHS) and its dynamics in the infected area. This information allows in the pre-accident period to forecast and
perform scenario analysis, and in post-accident - in time to evacuate people and carry out the correct actions.
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As for chemical accidents natural experiment is not possible and they occur unexpectedly due to a confluence of
circumstances, modeling plays an important role. Simulation allows you to get prior information about the possible
flow and nature of the accident, its parameters and its possible consequences. The simulation results are not
absolute, since any real chemical accident will be different from its simulated counterpart. However, the
information obtained from the simulation is the basis for forecasting, determining the possible number of victims
and material damage, the basis of decision-making processes.

It is important to note that an important role is played by a pre-accident modeling of the accident effects and post-
accident simulation models to clarify the earlier results. At the same time, disaster simulation time should be as
small as possible, because the scale of the consequences of accidents depends on the speed of decision-making
and related activities.

The main objective of modeling is to determine the concentration of CHS as function of the accident parameters,
the area coordinates, the time elapsed since the accident and the construction of the respective fields of
concentration. This problem is solved in the pre-accident and post-accident period. What is the source of data for
modeling? In most cases, the concentration is calculated based on known techniques. But the results have low
accuracy, since the common techniques are focused on ideal conditions accidents running. It is difficult or even
impossible to take into account the features of construction area and its topography.

An important feature of modeling is the impossibility of results verification. If by solution of other problems of
identification and optimization exist the criteria for testing the effectiveness of the proposed methods, to calculate
the accuracy of the method for determining the concentration CHS requires chemical accident that physically is
impossible. Therefore, many authors to test the accuracy of their results using the results of experiments on the
scattering of Freon-12 in an open space in the town of Thorney Island in the UK. To their description devoted
entire issue of the Journal of Hazardous Materials [Journal, 1987]. These results will be used to verify the
proposed technology.

To date, the most commonly used three approaches [Makhviladze, 2002; Shatalov, 2004] to the determination of
the concentration of CHS based on the use of:

+ Gaussian or dispersion models;

» scattering models, in which use integrated conservation laws in the cloud as a whole during burst release, here
is included the model a "heavy gas";

* models of direct numerical simulation.

Each of these models has its particular applications, advantages and disadvantages. In particular, Gaussian
models are based on heuristics to determine the factors that characterize the atmospheric instability. At the same
time, the behavior at CHS emissions, especially near the point of release is much more complex than can be
described by models of this type. It does not take into account the induced currents and the high density of the
material. Earlier have been developed models that take into account relevant features of CHS ("heavy gas") and
named scattering models "heavy gas". It is known implementation of such models: a methodology for the World
Bank [Manual, 1988], HGGYSTEM [Hgsystem, 1994] proposed in ISO R12.3.047-98 [ISO, 1998], the method of
RD 52.04.253-90 [RD, 1991]. A common drawback of these methods is inflated real consequences of accidents.
Another disadvantage of these models is their theoretical and practical low applicability as they are directed to
use in post-accident period and are general in nature. At the same time, each chemical accident has specific
features and determining concentration fields CHS using these models because of the large amount of
computation and the need to specify the coefficients and parameters of the accident in critical conditions is the
almost impossible problem.
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Models and Methods Structural and Parametric Identification

One way of solving this problem is the use of expert opinions based on experience, intuition, knowledge, results
of the use of known techniques, the use of software to simulate the accidents effects, as well as climatic
conditions and terrain. In such case it is necessary to determine the most likely area of infection, fiducials (the
most typical characteristic of large areas) concentration point, the most possible parameters of possible accidents
and form a table source data that contains database fields of the type:

BD, =< Xx,, ¥,,2,, t,, V, v, u, S >, BD =<x,y, zt, C >, (1)
where (x,,Y,,Z,)- the coordinate of the accident point, ¢,- the accident time, V — an total emissions, v -
volume ejection speed, u - wind speed, S - the atmosphere stability by Pasqyill, (x,y,z)- coordinate of the

point in which in time ¢ the CHS concentration is equal to C . The table containing the data (1), is the basis for
model receive

C=F(Xp Y02y, ty, V. v, U, S, X, ¥, 2, 1), 2)

by which the field concentration can be obtained for any contamination zone at any time.
Obviously, the model (2) can be identified structurally and parametrically using different approaches and
methods. The most common is to use multiple linear regression model [Gruber, 1996]

C=a,+aX +a,X,+..+a,X, 3)
as the solution of the structural identification problem and least squares method (LSM) as a method of parametric
identification. Simplicity of this model is its advantage, but it is important to take into account that natural

processes are essentially non-linear, and the use of the model (3) is relevant only to a small time or area
intervals. Rational use of non-linear multiple regression model [Snytyuk, 2008]

C=a-f(X))-£(X,)-..-. 1,(X), (4)

where f.(X;)="f(b,,,b;,....b,, ,X;)- functions which by algebraic manipulation may be converted to linear

im; ?

models, b, ,b

oo jl""’bjm, - the parameters, izl,_n, m. - the number of parameters in the i-th function. The
advantage of this model is its non-linearity, but as the calculation of functions parameters carried out by LSM, it is
necessary to check the conditions of its application. Furthermore, a function set is limited that indicate a
disadvantage of a method.
One of the most accurate methods for approximate functions is the group method of data handling (GMDH)
[lvakhnenko, 1987]. The corresponding model is the Kolmogorov-Gabor polynomial

C=a,+2.aX +2.>aXX +.. )

i S

The method works well on the "short" samples and limits the researcher only one of a finite set of support
functions. It is quite difficult to implement, requires a considerable amount of computation. This result is very
difficult to interpret.
Recently to identify tabulated dependencies using artificial neural networks (ANN) [Hickin, 2006]. It should be
noted that the basic neural network architectures and training methods there are several dozen. The advantage
of neural network identification is an almost complete absence of requirements to the original data. However, due
to the problems of a local optimum, the network is in most cases very difficult to properly train, in addition, the
result of its operation can not be interpreted.
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Considering the application of these models and methods to solve the identification problem (2), we note that
local solutions to their use in a limited and finite set of input data is available, but can not get a field of
concentration. This conclusion is based on the inaccuracy of expert opinions, a small number of input data and a
large number of parameters to be determined.

Structural identification of CHS Concentration Model

Based on the above comments and observations as the model (2) is was proposed the use of fuzzy neural
network as a technology that integrates the neural network advantages and its learning capabilities, the possibility
of providing expert conclusions and its interpretations. One of the first fuzzy neural networks proposed Jang (J. -
SR Jang) in 1993 [Jang, 1993]. This network is called ANFIS (Adaptive - Network - Based Inference System).
Traditionally used in such a network fuzzy inference in Sugeno form. However, the consequent fuzzy production
rules in  Sugeno form is a weighted sum of the antecedent arguments, which for our problem is unacceptable.
Therefore, it was suggested that a modification of ANFIS networks with fuzzy inference in Tsukamoto form
[Snytyuk, 2008]. A speciality of this form is the monotony of consequent membership functions. Let the rules
would be: F:if x, €A ,and x, B ,and x, €C,, then y e D;

P,:if x, €A, ,and x, € B,,and x, €C,, then y € D,;
P,:if x, € A,,and x, € B;,and x, € C,, then y € D,,

where X, Xx,,X,- the input variables, y - the resulting characteristic, A;,B;,C,,D,,- fuzzy sets with their
membership functions, i = E . A network of ANFIS is shown in Fig. 1.

Fig. 1. ANFIS networks structure with fuzzy inference in Tsukamoto form

The input values of the network served In neurons of the first layer we find the values of membership functions
A(X).B,(%;).C,(x), i =1,3.
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Thus, the number of neurons of the first layer (currently 9) coincides with the total power of set-term. In neurons of
the second layer calculated values of truth measures for each rule from knowledge base:

a = Al(xlc)/\B1(X;)/\C1(X30)1
a, = Az(xlc)/\ Bz(X;)/\Cz(X;)l

a; = A (X)) A By(X;) A Cy(X5).
The number of neurons in this layer (there are 3) coincides with the number of rules. The same number of neurons
contains the next layer and they calculated the relative importance of the rules:
Q, — a, _ a,
a, = y Oy =———,
a, +a, ta, a ta, +a,

%_q+%+%’
Neurons in 4th layer perform operations

&121 =q 'Dl_l(xlo)’ &zzz =a, 'DZ_I(X;
One neuron in last layer is assigned to find the sum:

y=al +a,l, +al,

As in the neurons of the first layer fuzzification is performed, it is necessary to know which of membership
functions are carried out. Traditionally, learning neuro-fuzzy networks (NFN) is with using the gradient methods.
This naturally requires that the membership functions are differentiable. Often are chosen a Gaussian or logistic
functions. In real problems to train NFN using gradient methods is difficult and long, as each of the membership
functions has, most often, two or three parameters. In the case of a large number of production rules to obtain an
adequate result is almost impossible. So, if the number of input variables is ten, fifty the number of rules, the
number of parameters will be several thousands. A tendency to converge the target function towards local optima

does not allow for the training of NFN.

), a,Z,=a, D;'(x;).

Parametric Identification of CHS Concentration Model

Since the structure of NFN is already defined by production rules, it remains to carry out its parametric
identification. Assume that all membership functions are the same type of Gaussian s

1(z) =exp[—(z—a)’ / 20°] selected, where a and o - the parameters. Then the number of parameters is

equal to the product of the number of input variables on the number of rules, which are expert conclusions. If the
conclusions are not equal or are made various experts, the number of parameters increases, as the importance
of rules and the competence of the experts are parameters.

For parameter identification we choose the evolutionary algorithms. Such a choice is based on the fact that in this
case there are no requirements for membership functions are differentiable and can avoid the problem of local
optima. The traditional evolutionary algorithm has the following steps:

Step 1. In accordance with the required accuracy of the outcome to determine the set of potential solutions.

Step 2. Determine the sample population of solutions and to calculate the measure of optimality of each solution.
Step 3. While the algorithm stops condition is not satisfied to perform:

Step 3.1. Select solutions from the sample population.

Step 3.2. Implement crossover and select one of these solutions.

Step 3.3. With a certain probability mutate solutions.

Step 3.4. Record the decision in the new population.

Step 3.5. If the new population is not formed, then repeat steps 3.1-3.4. Step 4. End.

A potential solution to the problem of parametric identification is as follows:

z=(a,o0,a,,0,,...,4,,0,,%), (6)
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where m - the number of parameters of membership functions, & - more options. The value of each parameter

belongs to a bounded area defined by experts. There is therefore a need to test each potential solutions to its
belonging to the area of possible solutions.

Any of evolutionary algorithms, which traditionally include genetic algorithms, evolutionary strategies, genetic
programming and evolutionary programming requires a considerable amount of time for its execution due to
unproductive search. So on with the parameter identification problem will be based on the use of well-known
method EvoMax [Snytyuk, 2012].

Adaptation of EvoMax to Parametric Identification of CHS Concentration Model

At the base of EvoMax is the idea to optimize random search of optimal solutions using evolutionary algorithms.
This idea is based on the implementation of the targeted optimization using a composition of several techniques,
in particular, elements of evolutionary strategies, the analytic hierarchy process and the elements of fuzzy sets
theory. Let us consider a modified parameter identification method for determining concentration of CHS based
on the EvoMax.
Traditionally EvoMax method is used to solve the problem of finding

maxf(X) Y

where X =(x,, X,,...,X,), - some hyperparallelepiped.

At the macro level, the proposed method will have the following steps:

Step 1. Number of iteration e =1.

Step 2. Determine the initial number of potential solutions A and generate uniformly distributed in Q the

potential solutions z7,z;,...,z; , each of which has the form (6).

Step 3. We calculate the value of the function f at the points z7,z7,...,z7: f° =£(z),f; =f(Z;),...,

f;=f(z])..
A

Step 4. We normalize the values £ so * € [0;1], > ' =1.
i=1

Step 5. Form the matrix of pairwise comparisons Saati S so. Among the normalized values of the function we
find the minimum fj”e, then divide the interval [0;1] in 10 intervals: [0;0,1),[0,1;0,2),..., [0,9;1]. . Then for all

he{l,2,..., A}, if fj”ee[o,lk;O,HO,lk) and £ €[0,1/;0,1+0,1/) where k,/€{0,1,...,9}, then

S
S;, =1 —k +1. Other elements of the matrix S are calculated as follows: s,, = si
ip
Step 6. We calculate the eigenvalues of the matrix S and for the maximum eigenvalue a_, we find the

corresponding eigenvector w . If the vector w by a variety of reasons to find is problematic its elements are

approximately calculated by the formula w; = ! . Values w; indicate a measure of optimality
S+, +...+S,;

(quasioptimality) potential solutions z7 .

Step 7. It is known [Rechenberg, 1994] that the next step should be the generation of "offspring" and the
formation of a new population of potential solutions. The authors propose an evolutionary strategy to get
"offsprings" as follows:



International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013 343

" =2 + SN, j=1p, ®)

J
where &(N(0,1))- a normally distributed random variable with zero mean and unit variance, 7 - the number of
"children" by one "parent". According to the concept of evolution by Charles Darwin 2 > 1, and in [Beyer, 2002]

is recommended to choose x> 74 . The last inequality is little conclusive.
We believe that to effectively finding of optimal solutions must be considered a measure of optimality w; for
potential solutions z;. It will allow only more detailed investigation of the area Q. Thus there are two

hypotheses:

- if the value w; is the bigger, then the bigger should be the value o; in generation of "offspring” of the potential

solution zf :

z" =27 + E(N(0,07)), ©)

J

which will expand the search area in the locality of a better solution, but in the least potentially optimal solutions
will be the most narrowed area, including and because of its unpromising research;

- contrariwise, the bigger value w; is the cause of in-depth study of the most promising solutions locality and the
bigger value will allow a detailed study of an area distant from the unpromising potential solutions.

These two hypotheses require confirmation, both of which are heuristic, but does not contradict the theory and
practice of stochastic optimization. We bow to the correctness of the second hypothesis that is confirmed in the
first experiments, but requires deeper investigation.

Another problem is to determine the optimal number “offsprings” depending on the solutions optimality.
Obviously, this number N(z;) depends on the measure of area Q and given accuracy ¢ of the solution. For

the case where Q is a segment, N(z7) = g(L([a,b])), where L(*) there is length. Determination of the value

; is also heuristic. In the first stage rationally believe that x, = x2 Vi €{1,2,...,1}. Such conclusion is based

on the second hypothesis and then for future solutions is necessary a deeper study of the locality, and for the
unpromising - wider. And, both are equally important.

The most difficult is the problem of determining the variance value for each individual solutions. Obviously, af
will depend, as in previous case, from L([a,b]), as well as the distance to the nearest neighbors solution. We

find d(z7,z,), d(z],z;) (the distance to the closest left (or point &) and right (or point b) of "neighbors"

solutions). Suppose d, ., =max{d(z},z,),d(z],zg)}, then o, =%d as by the well-known 3-sigma rule

max ’

namely 10000 of 9973 points in the generation by the formula (8) belong to the interval (x7 — 30, x7 +30,).

Step 8. In the previous step performed generate A - 1 potential solutions. Find the corresponding values of the

function f. From these values, and the values f°,f’°,..., f; we determine the best A solutions

e+l e+l

zrz8,...,z5" and goto step 1.
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Finding the optimal solution ends on e-th iteration when in step 2 max‘ﬁ —fj‘ will be less than some
L]

< ¢ that it shows the convergence of the method, i/, j = ﬁ Then, the

preassigned ¢ >0, so max zf -z
I

solution z;" which will correspond to the value £ =max fje will be a solution of the problem.
J

For the problem of parametric identification of CHS concentration model functions f; would be:

p _
f, ZZ(CI( —F(z;, X0 Yorr Zows toxs Vi Vies Uis S Xies Yoo Zis t)) . j=LA4,

k=1

and the problem (7) is transformed into the problem of finding

L, j=1,4.

minmax|/; - f,
L,J

e

Thus, for the structural identification of CHS concentration model is developed a model in the form of neuro-fuzzy
network with logical conclusion in Tsukamoto form. For its parameter identification is proposed to use a modified
method EvoMax for directed optimization.

Experimental Verification of the Results

As mentioned above, the physical experiment for the problem is impossible, so we used the results of
experiments on Torney Island. In these experiments reproduced huge emissions (exp. 07, 05, 08, 17) and a long
release (exp. 45) freon-nitrogen mixtures in open space. The latter occurs when these initial data: emission
volume 2000 m3, the part in the gaseous mixture of Freon 31%, the wind speed 2 m/s, the stability of atmospheric

by Pasquill was E |F . In the huge emissions the gas volume was 2,000 m?, the part of Freon in the gaseous

mixture was 24%, the wind speed - 3.4 m/s, the stability of the atmosphere by Pasquill - E. These data were
compared with predictions [Lisanov, 2005, Sumskoy, 2005], calculated for different techniques.

In order to forecast by the modified method EvoMaxM used expert conclusions, summarized in the table of type
(1) having 54 lines. Seven lines of this table were used for the test sample. According to 47 conclusions was built
neuro-fuzzy network and implemented its parametric optimization. Next, we calculated the value at a point on the
axis along the direction of the wind at different distances from the accident point. The obtained values and the
results of other methods for the experiment number 17 are shown in Table 1 and in Fig. 2. Comparison of the
results is achieved by the mean relative deviation.

Table 1
Experience 17. Actual and predicted data for CHS concentration

XM 40 50 70 100 140 220 500 | mean relative
C, % (06) 12,1 8,4 4,7 3,1 1,35 0,6 0,32 | deviation,%

Phast 11,2 9,5 75 4,2 24 0,95 0,18 23,43
Toxi3 11 9,5 7,6 57 4,3 2,5 0,6 238,2
Hgsystem 3,8 3,1 2,2 1,5 1 0,5 0,2 23,62
EvoMAXM 12,2 7.9 41 2,5 14 0,72 0,21 4,24
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Forecasting and comparative analysis were also carried out for other experiences. Application of EvoMaxM
allowed us to obtain predicted values with the mean relative deviation within 2,2-6,3%, which was significantly
better result compared with the results of other methods.

14

12

10

concentration,%

40 50 70 100 140 220 500

distance, m
—4— C ——Phast =>¢=toxi3 =¥—=hgsystem —@—EvoMaxM

Fig. 2. Actual and predicted data for CHS concentration

Conclusion and Perspectives

In this paper proposed a method for determining the CHS concentration in the pre-accident period. It is based on
use of neuro-fuzzy network as a model, which allows the processing of expert conclusions and carry out further
processing and interpretation of results. Optimization of network parameters based on the use of directed
optimization EvoMax, as technology accelerated search for acceptable or quasi-optimal values.

The proposed technology can be used in the post-accident period to clarify the CHS concentration fields. Given
the data point measurements of CHS concentration with instruments, neuro-fuzzy network can be retrained in the
shortest possible time and be used to solve the problem of forecasting the CHS concentration in all possible
contamination area. In addition, this technology can be used to refine the initial values of the accident
parameters, that allow to improve and objectify decision-making processes.

Acknowledgements

The paper is published with financial support by the project ITHEA XXI of the Institute of Information Theories and
Applications FOI ITHEA Bulgaria www.ithea.org, and the Association of Developers and Users of Intelligent
Systems ADUIS Ukraine www.aduis.com.ua.

Bibliography

[Journal, 1987] Journal of Hazardous Materials. — 1987. — Ne 16. — P. 1-501.
[Makhviladze, 2002] G.M. Makhviladze, S.E. Yakush. Large-scale unconfined fires and explosions // Proc. of the Compustion
Institute. — 2002. — Vol. 29. - P. 195-210.



346 International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013

[Shatalov, 2004] MeToamka pac4eTa pacnpocTpaHeHu st aBapuiiHbIX BbIOPOCOB, OCHOBaHHAs Ha MOJEN PaccestHNS

Tsxenoro rasa // A.A. WWatanos, M.B. Jlucanos, A.C. MeyepkuH 1 gp. / BesonacHocTb Tpyda B NPOMbILNEHHOCTH. — 2004, —
Ne 9. - C. 46-51.

[Manual, 1988] PykoBoACTBO N0 OLieHKe MHAYCTpUanbHbIx onacHocTel (Techniques for Assessing Industrial Hazards: a
Manual). World Bank Tech. Paper 55, 1988.

[Hgsystem, 1994] The HGSYSTEM version 3.0 technical reference manual. Shell Internationale Research Maatschappij BV.
Hague, 1994.

[ISO, 1998] TOCT P12.3.047-98 CCET. lNoxapHas 6e3onacHocTb TexHonorndeckux npoueccos. Obiyme Tpebosanus.
MeTogp! KOHTpOnNS.

[RD, 1991] PykoBopsLUmit fOKYMEHT. «MeToauka NporHo3MpoBaHust MaclUTaboB 3apaxeHust CUMbHOLENCTBYHOLLMMM

SLOBMTBIMI BELLECTBaMW MK aBapusixX (paspyLUeHMsX) Ha XMMUYECKM OonacHbix obbekTax u TpaHcnopTey (PO 52.04.253-
90). Wrtab lpaxpaHckon obopoHsl CCCP, KomuteT rugpomeTeoponorun npu kabudete munuctpos CCCP. JT.
I'mopometeonsgat, 1991.

[Gruber, 1996] W. T'pybep SkoHomeTpus. Beeaerwe B akoHomeTputo / W. Tpybep. - K.: Actapta, 1996. - T. 1. - 434 c.

[Snytyuk, 2008] B.E. CHuriok NporHosuposaHue. Mogenu, metogsl, anroputmel. — K.: MaknayT, 2008. — 364 c.

[lvakhnenko, 1987] A.T. iBaxHeHko, FO.I. KOpaukosckuit MogenupoBaHue CnoxHbIX CUCTEM MO SKCNEPUMEHTANbHBIM
naHHbIM. — M.: Pagmo v cBsizb, 1987. - 120 c.

[Hickin, 2006] C. XaikuH. HeitpoHHble ceTu: nonHbii kype / C. XankuH. — M.: Bunbawme, 2006. — 1104 c.

[Jang, 1993] J.-S. R. Jang. ANFIS : Adaptive-Network-Based Fuzzy Inference System // [EEE Transactions On Systems,
Man, and Cybernetics, Vol. 23, No. 3, May-June 1993. - P. 665-685.

[Snytyuk, 2012] B.€. CHuTiok CnpsimoBaHa onTtumiaaLlist i 0co06nMBOCTi eBONHOLiIAHOT reHepaLii NOTEHLiAHMX po3B’a3kiB /
«Teopis npuiHATTA pilleHby: Matepianu V MixH. wkonu-cemiHapy, Yxropog (1-6 xostHsa 2012). — C. 182-183.

[Rechenberg, 1994] I. Rechenberg. Evolutionsstrategie «94”. — Stuttgart-Bad GannStatt: Frommann Halzboog, 1994.-
434 p.

[Beyer, 2002] H.-G. Beyer, H.-P. Schwefel. Evolution Strategies: A Comprehensive Introduction / Journal Natural Computing.
—2002. - Ne 1(1). — P. 3-52.

[Lisanov, 2005] M.B. JlucaHos, A.B. MuenbHukos, C.A. Cymckoin. MoaenmpoBaHue paccesiHusi BbIGpOCOB OMacHbIX BELLECTB
B atMocdepe // Poc. xum. xypHan. - 2005. - T. XLIX, Ne 4. - C. 18-28.

[Sumskoy, 2005] Bepudhrkaums MeToguk OLEHKW NOCNEACTBUIA aBapUItHBIX BbIOPOCOB rasa OT UCTOYHWUKOB
npogomxutensHoro genctams // Cymckon C.W., MuensHukos A.B., Nlucanos M.B. u ap. / BesonacHocTb Tpyaa B
npombliwneHHocTy. - 2005. - Ne 8. - C. 28-35.

Authors' Information

| Oleg Zemlianskyi — associate professor, Academy of fire safety named after Chernobyl

Heroes, Onoprienko str. 8, Cherkassy, Ukraine, 18034; e-mail: Omzem1@gmail.com

Y

W

Major Fields of Scientific Research: Decision making processes under uncertainty,
Evolutionary modeling

Vitaliy Snytyuk — Professor, Head of Department, Cherkassy State Technological University,

Shevchenko Ave. 460, Cherkassy, Ukraine, 18006; e-mail: snytyuk@gmail.com

Major Fields of Scientific Research: Decision making processes under uncertainty,
5 Evolutionary modeling




International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013 347

THE METHOD OF ESTIMATING THE CONSISTENCY OF PAIRED COMPARISONS

Nataliya Pankratova, Nadezhda Nedashkovskaya

Abstract: The equivalence of the indicators, which are used in the assessment of the consistency of paired
comparisons, is investigated. It is found for which matrix of paired comparisons the usage of various indicators of
consistency leads to different results regarding the permissible inconsistency, and as a consequence, to different
results regarding the necessity of this matrix correction. To illustrate how critical in practical applications such
contradictory results on a variety of indicators are, the examples, in which the calculation of the weights of
alternatives decisions on the basis of primary and adjusted matrix of paired comparisons leads to a variety of
alternatives ranking, are considered. On the basis of the conducted research the method of estimating the
consistency of paired comparisons is proposed.

Keywords: indicators of paired comparisons matrix consistency, weak consistency, the permissible inconsistency
and method of consistency estimation

ACM Classification Keywords: H.4.2. INFORMATION SYSTEM APPLICATION: type of system strategy

Introduction

And as a result the matrix are constructed D, , =1{d, |i,j=1,...,n} with the propertiesd, >0, d,=1/d,.

Methods of paired comparisons are one of the components of the majority of modern methodologies of decision-
making support, such as methodology of analysis of hierarchies of criteria and alternatives solutions [Pankratova
& Nedashkovskaya, 2011; Saaty, 1980; Saaty & Vargas, 1987; Noghin, 2004] “line”, “triangle”, “square”
[Totsenko, 2002], PROMETHEE [Macharis et al, 2004]. Methods of paired comparisons are used for the solution
of weakly structured tasks of evaluation of decisions alternatives on the quality criterion with the involvement of
experts estimates [David, 1978; Larichev &Moszkowicz, 1996; Orlov, 2004; Zhilyakov ,2006]. In particular, in the
methods of analysis of hierarchies expert in pairs compares alternatives in a special fundamental scale of the
relative importance.

Methods of paired comparisons are aimed at the recovery of the coefficients of relative importance (weights)

weR!, z; w, =1 solutions alternatives on the quality criterion from the matrix of paired comparisons (MPC)

D, .. The calculation of these weights are most often based on the idea of minimizing the norm of MPC

deviations D, from some unknown matrix C =(w;/w,), which in methods of paired comparisons is

nxn

considered to be the best approximation of MPC D, . Matrix C=(w,/w,) is called the consistent or

theoretical. The traditional method is the one of the main vector of the weights calculation with the MPC D, .

[Saaty, 1980]. Depending on the choice of the functions of the matrices norms the other methods of paired
comparisons are also applied: least squares, weighted least squares, the logarithmic least squares (the method
of geometric mean) and others (see the review performed in [Pankratova & Nedashkovskaya, 2011].

Take a closer look at the concept of consistency, which is one of the key methods of paired comparisons.
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Inconsistency is the manifestation of the contradictions in the assessments of the experts and appears if it is
necessary to compare more than three objects. MPC is called inconsistent, if 3i, j, &, such that di/ # dl.kd,g,.

MPC is called serially or ordinally inconsistent, if 3 is three of indices (i, j, k), for which there is a cycle
a,>a;>a, > a,, orin terms of elements of the MPC (d; >1)A(d, >1) A(d, <1)is performed. The

reasons for inconsistencies are considered to be psychological limitations human expert [Totsenko, 2002;
Xu&Da, 2003], the mistakes of experts in expressing assessments, the usage of fundamental scale of the relative
importance [Zhilyakov, 2006].

For the assessment of the consistency of the MPC some indicators [Saaty, 1980; Totsenko, 2002; Aguaron &
Moreno-Jimenez, 2003; Stein & Mizzi, 2007; Pelaez & Lamata, 2003] and criteria [Saaty, 1980; Totsenko, 2002]
are developed. They, using these indicators, allow evaluating the permissibility of the inconsistency of the MPC
for its usage in the decision-making process. In this case, the actual task is to study the equivalence of the
various indicators, namely if they lead to the same conclusions regarding the permissible inconsistency of the
MPC in the sense of the criterion.

Expert assessments without the allowable inconsistencies are considered as controversial and, accordingly, may
not be used decisions making.

The aim of this work is the assessment of the equivalence of different measures of consistency of paired
comparisons and the development of appropriate method of evaluation of the consistency of the MPC, depending
on the properties of the MPC.

1. Problem formulation

The definition. The matrix of paired comparisons (hereinafter MPC) is called positive, back symmetric MPC D, _, -
d,>0,d,=1/d;,i,j=1,..n.

MPC are obtained in a result of the expert’s implementation of paired »n of elements (for example, alternatives)
for the quality criterion in the scale of relations or, in the case of quantitative criteria - taking the relations of the
numerical values of the alternatives according to the criterion.

The definition. MPC D
strongly consistent. If 3, j, k , such that dl,j # dikdkj , 0 such MPC is called strongly inconsistent.
The definition. MPC D
called weak or order consistent. If 3i, j, k , such that (d; >1)A(d,, >1) A (d, <1), so the MPC is called

for which transitivity are implemented: d, =d,d, for Vi, j,k =1,...,n, is called

nxn’?

for which order transitivity are implemented: (d, >1)A(d, >1)= (d, >1), is

nxn !

weakly inconsistent, and the element d,, - the ejection..

Statement 1. If D, - strongly consistent MPC, so D

nxn

— weakly consistent.

nxn

Statement 2. If D, —weakly inconsistent MMM, so D, — strongly consistent.

nxn

Strongly consistent MPC is very rare in the real practical problems with the expert paired comparisons of the
elements, especially if the amount of the compared elements enemeHTiB n exceeds 3. Mainly, strongly
consistent MPC is used as a kind of ideal MPC, it is also called theoretical, with which the specified expert or
empirical MPC is compared, in the methods of calculating the local weights of the elements of the tasks of
decision-making support.

For estimation of the level of inconsistency of the MPC in practical problems the indicators CR [Saaty, 1980],
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GCI [Aguaron&Moreno-Jimenez, 2003], HCR [Stein & Mizzi, 2007], CI" [Pelaez & Lamata, 2003], k )

[Totsenko, 2002] and criteria [Saaty, 1980; Totsenko, 2002; Aguaron&Moreno-Jimenez, 2003; Stein & Mizzi,
2007; Pelaez & Lamata, 2003], which, using these indicators, allow to evaluate the admissibility of the
inconsistency of the MPC for its usage in the decision-making process, are used.

Consistency indicator is connected with the method of the calculation of weights. So, the indicator CR is used
with a method of the main eigenvector EM of weights calculation, the indicator GCI - with the method of
geometric mean RGMM of weights calculation, the indicator HCR - with the method of arithmetic normalization
of AN weights calculation.

Itis known: D, =1{d, |i,j=1,...,n} —MPC of decisions alternatives on criterion.

It is required:

— to determine whether well-known indicators of consistency CR,GCI,HCR, CI" and ky are
equivalent in the sense that they lead to the same conclusions regarding the permissible inconsistency
of the MPC in the sense of the criterion;

— to identify, how the property of weak consistency of the MPC impacts on the inconsistency permissibility
of this MPC in the decision-making process;

— to develop the correct method of assessment of the consistency of the MPC, to calculate the weights

we R/, Z; w, =1 and to find the ranking of the solutions alternatives.

First, let consider the calculation of known indicators of consistency, which are studied in the work. Then move on
to the coverage of the results of the assessment of these indicators equivalence.

Traditional for methods of paired comparisons index CR is introduced for the MPC, which is a disturbance of

strongly consistent MPC. Such MPC will be permissibly inconsistent in the sense of criterion (see below criterion
1), does not need the correction and can be used for the calculation of weights and decision support.

In this work the equivalence of indicators CR, GCI, HCR, CI" and ky are estimated for MPC, which are

perturbations of strongly consistent MPC, as well as for the MPC with a high level of inconsistency, namely: MPC,
which have at the same time the properties of weak consistency and a strong inconsistency; weak inconsistent
MPC in the condition of one or more ejections.

Research of MPC with high level of inconsistency (hereinafter such MPC are called inadmissible inconsistent or

the information noise, depending on the level of inconsistency) will be necessary to develop a method of
improving the consistency of this MPC.

2. Indicators and criteria of MPC consistency

Let dl.j =C,E; B8 C; =W, /'w, —the element of MPC consistency, &; >0 - the perturbation value.

def
Consistency relations [2] of MPC D, ., is CR(D, )= CI(D,.,)/ MRCI(n), where the index of

def .
consistency CI(D,,,) :—Z:izll A/ (n—1) - the average value of not the main eigenvalues D,  with the

sign «-», after the changes CI(D, )=(4, —n)/(n-1), A

nxn max - the main eigenvalue D
MRCI(n) >0 - the index of random consistency - the average value of the consistency indices for randomly

ax nxn?
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filled MPC dimension #n > 3 (table value).
Vector of decisions alternatives weights is calculated according the method of main eigenvalue vector EM: vector

of normalized weights v - the solution of the equation Dv = 4,

max

. . n
v, normalized weights w. =v, /Z,-:1 v,

n

Q=

n

def n
GCI(D,,,) = S*(D,,,)/d.f(n) where S*(D,,)=>" > (Ind,—In(v,/v)))’,

J=i+l

d.f(n)=n(n—1)/2-(n—-1) - the number of degrees of freedom, weights vector v € R - optimization

problem solution S*(D

nxn

) — min with restrictions H;vi =1, veR, is called geometric index of

1/n
consistency [Aguaron & Moreno-Jimenez, 2003]. The analytical solution of the last problem v, = (H d )

j=10
is known as a method of geometric middle RGMM. Normalized weights: w; =V, / Z/_:l v, Zi:] w, =1.
déf def

)= HCI(D, )/ MRHCI(n), where HCI(D.. ) =(HM(s)—n)(n+1)/(n(n—1)) - the

nxn nxn

HCR(D

nxn
. . _ n “1\-1 . _ n
harmonic index of consistency, HM (s) = n(z_l_=1 (s,)")"" - average harmonious of values s, =Y " d,,

MRHCI(n) > 0 -index of random consistency — the average value of the harmonic indices of consistency for
randomly filled MPC dimension #n > 3 (table value), is called the harmonious relations of consistency [Stein &
Mizzi, 2007].

The vector of decisions alternatives weights is calculated according the method of arithmetical normalization AN:

vector of unnormalized weights v, = (ZZZI d jl.)_1 .

def
CI"(D,,) =+ ZC "(T',) - the average value of consistency indices CI”(T",) of all different
def def
transitivities of MPC D, if n>3, CI"(D,,)=det(D,,),if n=3 and CI"(D, ) =0 in other

case, where NT =n!/((n—3)!3!) - the number of different transitivities of MPC D_ ,if n >3 is called

index of transitivities consistency [Pelaez & Lamata, 2003]. Transitivity I" —the weak order on the set of the three
alternatives {a,, a,, a, } .

1

nxn?

k(D

nxn

)= kmi n(ky (R")) where

=1,...,

ky(Rk)=[1—(;ir;' | j - mean" |—if1n(f)}/(GZm:|j—”’2“
J=l j=1

J=1

+1n(m)]]z - spectral coefficient of

weight spectrum R* = {(’”./k )| j= 1,m} altenatives a,, rjk - number of weights of alternative a, , which
relates to the scale division s, = j/m, m - number of scale divisions, mean” - the average value of weights
set of alternative a, , G = n/In(n)m In(m) - scaling coefficient, z € {0,1} - Boolean function, which defines
the necessary and sufficient conditions for the equality to zero of spectral coefficient of consistency &, (RY),is
called spectral coefficient of consistency [Totsenko, 2002].

Statement 3. CR(D,, )>0, GCI(D, )>0, HCR(D, )>0, CI"(D

nxn nxn nxn nxn

)20, k,(D

nxn

)>0.

The indicators CR i HCR are constructed by normalizing in accordance with measures of consistency CI i
HCI values that characterize the consistency of random set MPC. Therefore, indicators CR i HCR allow
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assessing whether the information is in the MPC, or MPC can be considered as information noise or randomly
set.

For the evaluation of allowable inconsistencies of MPC with the purpose of its use in the decision-making process
two criteria are developed. Let formulate the well-known criterion of consistency 1 [Saaty, 1980], by adding to it
the case of a lack of information in the MPC.

Criterion of consistency1: MPC D _ :

nxn

— strongly consistent (consistent), if and only if CR(D,_,
CcI"(D,,)=0;
— permissibly inconsistent (the correction of MPC is not needed) if CR(D

nxn) < CR™™¢ or
GCI(D,,)< GCI"" ,a6o HCR(D,,,)< HCR"™*  a6o CI"(D,, )< CI""" (depending

on which indicator is used), where CR?*%, GCI"""** , HCR?*"** ,CI" **"** — the threshold values of
the respective indicators;

— contains information, but it is impermissible inconsistent (you need to correct MPC), if the consistency
rate exceeds its threshold value;

— is information noise (MPC should be corrected), if normalized indicators CR(D, )=1 or

HCR(D,_)>1.

nxn

Criterion of consistency 2 [Totsenko, 2002): MPC D __

nxn

)=0, GCI(D,,

)=0, HCR(D

nxn

)=0,

— strongly consistent (consistent), if and only if ky (D,.,)=1;

—  permissibly inconsistent (the correction of MPC is not needed), if k,(D,,,) 2T, ;

— contains the information, , but it is impermissible inconsistent (you need to correct MPC), if
(k,(D,,,) 2T) A(k,(D,,,)<T,);

is information noise (MPC should be corrected), if k (D,

nXn

)<T,,
where 7;, T - the threshold values, which are defined, respectively, from the spectrum, which contains the

minimum amount of information and a range of permissible accuracy. For a scale of [0,1] with the divisions
s;=10,0.1,0.2, ..., 1}, N=11 these thresholds are equal 7; = 0.40,7 =0.79.

Consider the examples of the assessment of the MPC consistency.

Example 1. MPC Z517X7 according the definition has the properties of a weak consistency and a strong

inconsistency:
1 3 8 1 5 113 1
113 1 2 113 | 12 | 14 | 16
- 118 | 112 1 14 | 12 | 18 | 17
Dl .= 1 3 4 1 4 115 | 112
115 2 2 1/4 1 114 | 1/4
3 4 8 5 4 1 1/4
1 6 7 2 4 4 1

Let consider if MPC EIM is permissibly inconsistent according to the above-mentioned criteria of consistency.
The values of MPC consistency indicators D1, ., are equal to CR=0.09, GCI =0.31, HCR=0.17,
CI" =1.19, k,=0.61. Comparing them with threshold values CR"”* =0.1, GCI"* =0.37,

HCR"* =0.1, CI"""* =1.329, T, =0.40 i T, =0.79 for n="7, come to the conclusion, that the
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given MPC D1, is permissibly inconsistent (the correction is needed) according indicators CR, GCI Ta
CI" and is not permissibly inconsistent (correction is needed) according indicators ZCR and k,.

Thus, the use of different indicators of consistency for the MPC may lead to different results in terms of criteria.
Example 2. MPC D2, , according the definition is weakly inconsistent:

1 118 | 6 16 | 4 12| 113
8 1 48 |43 |32 |4 3/8
Do 16 | 1/48 | 1 136 | 213 | 112 | 1/18
»7 16 34 136 |1 24 |3 2
B 174 11/32 132 | 124 | 1 118 | 112
2 174 112 |13 |8 1 2/3
3 83 |18 |12 |12 |32 |1

Comparing  values  of inconsistency indicators ~CR(D2,,)=0.06, GCI(D2,,)=0.18,
HCR(D2,,)=0.12, CI"(D2,,)=0.75, k(D2,,)=0.69 with its thresholds values (see
example.1), come to the conclusion, that MPC D2, . is permissibly inconsistent (increasing of consistency is

needed) according the indicators CR, GCI ta CI" and is not permissibly inconsistent (consistency
increasing is required) according the indicators ZCR and k.

Let find the ejection in the given weakly inconsistent MPC D2, ., using the definition. The condition

(d;, > A(d, >1)A(d, <1) of violation of the order traransitivity on the set of alternatives is performed for

J

(i, j,k)=(2,4,7), so the ejection is the element d, =d,, =3/8. Itis easy to note, that after the change of

this element at the back symmetricd,, :=8/3, the problem of MPC D2, . becomes strongly consistent.

The MPC of such a kind, that is weakly inconsistent with one ejection, when other elements form a very
consistent transitivities, may arise during the operator error in the assessment of decisions alternatives on
quantitative criteria. Evaluating the quantitative criterion, as a rule, there is a statistical information, which leads to
strongly consistent MPC. However, the error of the operator may lead to the ejection in the MPC.
Thus, for the weakly inconsistent MPC the use of various indicators of consistency can also lead to different
results regarding the permissible inconsistencies in the sense of criteria.

3. Assessment of the equivalence of the consistency indicators CR, GCI, HCR, CI" and k, of
MPC

In p.2 above the examples of two MPC with different properties it is shown that the known indicators of
consistency lead to different results regarding the permissible inconsistency of the MPC in the sense of criteria 1

and 2. For the assessment of the equivalence of consistency indicators CR,GCI, HCR, CI" and ky a

statistical modeling of the dependency between these indicators on MPC with different properties is carried out.
Samples of 500 MPC of different levels of consistency are randomly generated. As a reference, take indicator
CR , which is considered as traditional for a method of paired comparisons [Saaty, 1980], and compare with it
the other indicators. For each randomly given the MPC calculate the rank, the values of transitivities indicators,
as the basic elements of consistency, when the number of different transitivites of MPC is equal

NT =n!/((n-3)!3!), and also the values of the indicators CR,GCI,HCR, CI" and k,. The

calculations were carried out with the accuracy of 104, and the conclusions were made with an accuracy of 10-2.
The results are presented in table 1.
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1. If the MPC is strongly consistent, so all indicators CR,GCI, HCR, CI" and ky equivalent and

demonstrate the consistency of the MPC in the sense of criteria 1 2.

2. Let consider the MPC, which are the perturbation of strongly consistent MPC, when the values of
perturbation are small, so that the MPC is weakly consistent. For such MPC observe the permissible
inconsistency in the sense of criterion 1, that is the correction of the MPC is not necessary, according all

indicators CR, GCI, HCR and CI" (table1), except for 3.2% of the cases, when the indicator HFCR showed
the need of correction. The indicator ky and criterion 2, on the contrary, in 95% of cases have shown the

necessity of the MPC correction and only in 5% of the cases - permissible inconsistency.

Let estimate the regression of the values depending on the indicator CR according the least-squares method.
As the criterion of significance of the regression parameters the coefficient of determination is used. For n =7

obtain: GCI =0.009+3.426-CR with a coefficient of determination R* = 0.99,
HCR=0.017+0.516-CR with a coefficient of determination R* =0.27, CI" =—-0.064+13.673-CR

with a coefficient of determination R* =0.99, ky =0.782-1.337-CR with a coefficient of determination

R*=0.16.

It is known that the coefficient of determination takes its values in the interval [0,1] and the more of its value
means the great importance of the regression. Thus, for perturbated strongly consistent MPC, indicators

CR,GCI and CI" are equivalent. The Indicator k, in 95% of cases erroneously shows the necessity of
MPC correction.

There are several tranzitivnosey with large values that are different from the others by more than an order of
magnitude and related emissions

3. If strongly inconsistent MPC has the properties of weak inconsistency, so, analyzing the ranges of
indicators changes (table.1), it can be concluded that the normalized indicators CR i HCR, as well as ky in

99.4% of the cases, indicate the presence of information in the MPC (because CR <1,HCR<1 Ta

k,>T, =0.39). In 97% of cases according to all indicators simultaneously MPC is impermissible inconsistent

in the sense of criteria 1 and 2. The exception is 2.8% of the cases of contradictory results according to CR i
HCR : CR indicates the need of the MPC correction, and HCR indicates that the correction is not required.

Regressions of the indicators, depending on the indicator CR according to the method of least squares for
n="7:

GCI =0.111+2.852-CR, the coefficient of determination R> =0.99;
HCR =-0.035+0.871-CR , koediujeHT aetepminauii R = 0.50;

CI" =-1.866+22.708-CR , the coefficient of determination R* = 0.95;
ky =0.629-0.260-CR , the coefficient of determination R = 0.20.

Thus, if strongly inconsistent MPC has the property of weak consistency CR,GCI and CI" are equivalent.

4. Let consider weakly inconsistent MPC with different quantity of ejections and various properties of elements,
which are not ejections. If the ejection is single, and other elements form strongly consistent transitivities,
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for these MPC the criterion of consistency 1 operates bad, since all cases of this criterion come into action,
namely, the MPC can be whether consistent (according the indicator CR in 1.8% of the cases, accuracy 102),
permissible inconsistent, that is the MPC correction is not required (according the indicator CR in 16.9% of the
cases), and impermissible inconsistent (according the indicator CR in 41% of the cases) and the information
noise (according the indicator CR in42.6% of the cases).

The same conclusions are true for the criterion of consistency 2: MPC can be whether consistent (1.8% of the
cases, the accuracy 102), i.e. the correction of the MPC is not required (21.6% of cases), and it is impermissible
inconsistent (80.6% of the cases).

There are conflicting results according CR, HCR and k,, in the sense of the criteria 11 2:

— in20.3% of the cases CR indicates the need of the MPC correction, and HCR HCR indicates that

the correction is not required, in 13.7% of the cases such contradictory results have a place for CR and
k,;

y

— in 2.3% of the cases the MPC are identified as such? Which are not required the correction according
CR and such, which are required the correction according HCR, in 7.1% of the cases such

contradictory results have a place for CR and k ;

- ky , in contrast to all of the other indicators, never found the lack of information in the MPC (in all cases

it was performed k, > 7} = 0.39), while in 42.6% i 6.4% of the cases CR and HCR respectively
identified a total absence of information in the MPC.
Let estimate the regressions of indicators depending on the indicator CR according to the method of least

squares. For n = 7 are obtained: GCI = 0.324 +1.138-CR , koediuieHT feTepMiauii R* = 0.97 ;
HCR =0.050+0.293-CR , coefficient of determination R* = 0.46;
CI" =-70.649+191.796 - CR, coefficient of determination R> =0.84 :
k,=0.776-0.100 - CR , coefficient of determination R* =0.57 .

Thus, if the ejection is single and other elements form strongly consistent transitivities, CR, GCI and CI" are

equivalent. These indicators operate badly, because in 18.7% of the cases it was wrongly shown, that the MPC is
not required the correction, and in 42.6% of the cases the total absence of the information in the MPC was

wrongly indicated. The indicator &, operates better, because in 80.6% of the cases it was indicated the

necessity of the MPC correction and never found the lack of information in the MPC.

5. If the ejection is single, and the other elements of the MPC are the perturbation of strongly consistent
elements, for such MPC the criterion of consistency 1, the same as for previous MPC, operates bad, since all
cases of this criterion come into action, namely, the MPC can be whether consistent (according CR in 0.4% of
the cases, Tthe accuracy 10-2), permissibly inconsistent, it means that the MPC correction is not required
(according CR in 31.4% of the cases), and impermissibly inconsistent (according CR in 54.4% of the cases)
and the information noise (according CR in 17% of the cases).

The criterion 2 operates bad, since in 96.4% of the cases ky truly indicated the existence of information in MPC

and the necessity of its correction, and only in 1.8% of the cases it indicated the MPC as information noise.
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The regressions of indicators depending on the indicator CR according to the method of least squares » = 7
are as follows:

GCI =0.283+1.300-CR), coefficient of determination R*> =0.97,

HCR =0.086+0.186-CR , coefficient of determination R*> = 0.49,

CI" =-23.297+119.071-CR , coefficient of determination R> =0.87,

k,=0.667-0.080-CR, coefficient of determination R*=0.28.
Thus, if the ejection is single and the other elements of the MPC are the perturbation of strongly consistent
elements, CR,GCI and CI" are equivalent. These indicators operate badly, since in 31.8% of the cases it
was wrongly shown, that the MPC is not required the correction. ky Operates good, it in 96.4% of the cases

showed the existence of the information in the MPC and the necessity of its correction.

6. If the ejections are a few, in 51.9% of the cases, all indicators show the presence of information and the
necessity of MPC correction, and just with CR —in 60.9% of the cases, with HCR - in 56.8% of the cases, and

ky —1in 99% of the cases. The lack of information is found in all three indicators CR , HCR and ky and at the

same time only in 0.7% of the cases, in terms of two indicators CR i HCR - in 40.1% of the cases, and k, -

in 1% of the cases. Regressions of the indicators depending on CR according to the method of least squares for
n =17 are as follows:

GCI =0.212+2.458-CR , coefficient of determination R* = 0.95;
HCR =-0.169+1.163-CR , coefficient of determination R* =0.69 ;
CI" =-25.300+64.927-CR , coefficient of determination R* = 0.92;
k, =0.547—0.045-CR, coefficient of determination R* =0.04 .

Thus, if the MPC is weakly inconsistent with a few ejections, CR, GCI and CI" are equivalent.

4. Examples of calculation of local weights of decisions alternatives on the basis of primary and
corrected MPC

To illustrate how critical in practical problems the found in section 3 the contradictory results of the consistency
assessment are, consider examples in which the calculation of the weights of decisions alternatives on the basis
of primary and corrected MPC lead to a variety of alternatives ranking.

For MPC, which have the property of weak consistency, conflicting results CR and HCR are in a small number
of cases (3.2% and 2.8% of cases for different levels of weak consistency of the MPC). So let consider these
contradictory results as practically unimportant and won't illustrate it here.

Let consider the weakly inconsistent MPC with different properties of the elements, which are not the ejections.
Example 3. Consider the MPC D3, . , which by definition is weakly inconsistent, has the one ejection, and other

elements are strongly consistent:
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15 |16 |12 |15 |12 |1/6
1 56 |52 |1 52 | 5/6
6/5 |1 3 6/5 [13 |1
25 (13 |1 2/5 |1 113
1 5/6 |52 |1 52 | 5/6
25 |3 1 2/5 |1 113
6 6/5 |1 3 6/5 |3 1
As noted above, the MPC of this type appear in a result of operator errors in the assessment of decisions
alternatives according the quantitative criteria.

Comparing the values of the consistency indicators CR(D3,,)=0.076, GCI(D3,,)=0.23,
HCR(D3,,,)=0.068, CI" (D3, ,)=1.016, k,(D3,,,)=0.783 with their threshold values (see

table1), come to the conclusion that the MPC D3, _, is permissibly inconsistent (the increasing of consistency is

D3

7x7 7

N[Oy —

Tx7 TxT7

not required) according the indicators CR, GCI, HCR ta CI" and is not permissibly inconsistenti (the
increasing of consistency is required) the indicator , . Calculate the weights of solutions alternatives from the

initial MPC D3, . :
— according the method of EM: vecT =(0.037 0.183 0.172 0.073 0.183 0.133 0.219) .
— according the method of RGMM: w' =(0.038 0.191 0.168 0.077 0.191 0.105 0.23) .

— according the method of AN: W_ANT =(0.04 0.198 0.149 0.079 0.198 0.099 0.238)
All methods lead to the same ranking: a, = a, =a, = a, =a, = a, = a,.
The ejection in the given weakly inconsistent MPC D3, . according the definition is the element d,, =1/3.
After the ejection correction by changing the element at the back symmetric d,,:=3, given MPC D3, ,
becomes strongly consistent. So the methods of EM, RGMM, AN give equal weights:
vec! =(0.037 0.185 0.222 0.074 0.185 0.074 0.222) , which present another ranking of the alternatives:
a,=a,=a,=as>a,=a, > a.
Thus, after the ejection correction the ranking, which differs from the ranking according the methods of EM,
RGMM and AN to the MPC correction, is received.

Example 4. Let consider weakly inconsistent MPC D4, . with single ejection, other elements of which are the

perturbation of strongly consistent, in other words, they form permissibly inconsistent transistivities:

1 |18 |6 |16 |4 |12 |13
8 |1 |9 |2 |9 |4 |13
16 |19 [1 |19 |1 [19 [19

D4_= 16 |12 |9 |1 |9 |3 |2
4 |19 [1 19 [1 [18 |18
2 |14 9 [ |8 [1 |18
3 (3 |9 |12 |8 |3 |1

This MPC arises, for example, in the assessment of alternatives according the quality criterion in the fundamental
scale, when the expert made a mistake while recording elements of the symmetric position of the MPC.

The value of the indicators are CR(D4, ,)=0.093, GCI(D4, ,)=0.329, HCR(D4, ,)=0.173,
CI" (D4,.,)=1.239, k,(D4,,,)=0.603. Comparing them with the threshold values (see example1),

come to the conclusion, that MPC D4, , is permissibly inconsistent according the indicators CR, GCI Ta
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CI" and is not permissibly inconsistent (the correction is required) according the indicators HCR and ky . Let

calculate the weights of decisions alternatives from the MPC D4, . :
—  according the method of EM: vec' =(0.062 0.276 0.019 0.253 0.021 0.104 0.265) -
—  according the method of RGMM: w! =(0.065 0.269 0.02 0.262 0.022 0.113 0.248) -

—  according the method of AN: w_ANT =(0.058 0.231 0.027 0.278 0.029 0.1 0.277)

All methods lead to the different ranking of alternatives. For example, ranking according the traditional method of
EMis equalto a, >~ a, > a, > a, = a, > a5 = a, with the accuracy 102,

The ejection in the given MPC is the elementd,, =1/3. After changing the element at the back symmetric
d,, =3, the MPC D4, _, becomes permissibly inconsistent (CR = 0.058 ,GCI =0.213, HCR =0.025,
k, =0.660) according the all indicators, except k, . After the ejection correction the following weights are

received:
—  according the method of EM: vec! =(0.063 0.362 0.02 0.249 0.022 0.11 0.173) -
—  according the method of RGMM: w! =(0.063 0.357 0.02 0.254 0.022 0.109 0.175) -

according the method of AN: waNT =(0.05 0.422 0.023 0.243 0.026 0.087 0.149)

which set the same ranking of alternatives a, > a, > a, > a, > a, > a5 = a, , however, this ranking does not

coincide with the ranking obtained from the initial MPC.

5. The method of estimating the consistency of MPC

The method of estimating the consistency of the MPC, which is proposed, is based on the results of the research
of consistency indicators CR, GCI, HCR, CI" and ky MPC, obtained in section 3. So, for MPC, which are

perturbations of strongly consistent MPC in 97% of cases all indicators CR,GCI, HCR and CI" properly
identified the permissible inconsistency of the MPC, and k}, for those MPC in 95% of cases erroneously shows

the need of correction.

For the MPC, which has the properties of weak consistency and a strong inconsistency, in 97% of cases indicator
together with all other variables correctly shows impermissible inconsistency, that is the necessity of the MPC
correction.

For weakly inconsistent MPC with single ejection the CR, GCI, HCR and CI" operates bad, as erroneously

show that MPC does not require the correction, if its other elements are: 1)strongly consistent or 2)perturbations
of strongly consistent (18.7% and 31.8% of the cases respectively). These indicators are also mistakenly
identifying the total lack of information in such MPC (42.6% and 17% of cases for 1) and (2) respectively).

In this case, the ranking of the solutions alternatives, obtained on the basis of the initial weakly inconsistent MPC,
and the ranking on the basis of the corrected MPC after the change of the ejection often differs among
themselves (see examples 3 and 4 above). In our opinion, the right of these two is the ranking, based on the
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corrected MPC. So for the weakly inconsistent MPC the indicators CR, GCI, HCR and CI" cannot be used

without the prior correction of ejections in this MPC.
The indicator ky for weakly inconsistent MPC operates better, than other elements, since in general correctly

showed the presence of information in the MPC and the necessity of the correction (80% and 96.4% of the cases
for 1) and (2) respectively) and practically has not revealed the lack of information in the MPC (0 1.8% of the
cases for 1) and (2) respectively).

Let D,,, =1d, |i,j =1,...,n} —MPC of solutions alternatives on criteria.

The method of estimating the consistency of the MPC, that is offered, consists of the following stages:

1) Determine if D

has the properties of weak consistency.

nxn

2)If D, isweakly consistent, for the estimation of the permissibility of inconsistency any of the indicators CR ,

n

GCI or CI" should be used - they are equivalent — and the criterion of the consistency 1 should also be used.

3)If D, has not the properties of weak consistency (weakly inconsistent), the ejections should be looked for in

nxn !

D, . ,and should be corrected till D, = becomes weakly consistent.

The results of simulation, shown in table1, indicate that for the getting of the ejections in the MPC, you can use
the value of the determinants of its transitivities. The proposed method of getting the ejection consists of stages:

1). Creation of the set of MPC transitivities I' ={I" }: I', = {d a’jk,dl.k} , i, k=1,...,n,

i

i<j<k,
n!
u=1,. ., NI, NT=———,n=>3
(n—-3)!3!
2). Calculation of the set of the transitivities determinants values: Det = {det(I", )},
d.d, d.
det(l",) =+ +—4——2
ik di/d./k

3) Selection of the maximum value of the set of determinants values:

L.= {d;j* > dj*k* ,d. .} =argmaxdet(I", ).
4) The transitivity Fu* should be corrected.

Example 5. To illustrate the method of searching the ejection, using the values of MPC transitivities
determinants, consider the MPC D4, _, from the example 4.

The set Det = {det(I", )} forthe MPC D4, , is equal:

u | i | J k det(T",) u | i | J k det(T",)
1 1 2 3 3.521 18 | 2 3 6 2.25

2 1 2 4 0.167 19 | 2 3 7 1.333
3 1 2 S 1.837 20 | 2 4 S 0.5

4 1 2 6 0 21 | 2 4 6 0.167
5 1 2 7 6.125 2 | 2] 4 7 10.083
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6 1 3 4 2.25 23 | 2 5 6 1.837
7 1 3 5 0.167 24 | 2 5 7 1.671
8 1 3 6 0.083 25 | 2 6 7 2.25
9 1 3 7 0.5 26 | 3| 4 S 0
10 | 1 4 5 1.042 21 | 3| 4 6 1.333
11 11 4 6 0 28 [ 3| 4 7 0.5
12 | 1 4 7 0 29 |3 5 6 0.014
13 | 1 5 6 0 30 |3 5 7 0.014
14 | 1 5 7 0.167 31 13 6 7 1.333
15 | 1 6 7 0.5 32 | 4 5 6 1.042
16 | 2 3 4 0.5 33 | 4 5 7 0.34
17 |1 2 3 5 0 34 | 4 6 7 0.5
3% | 5 6 7 1.333

The maximum value of determinant, equal to 10.083, is archived in transitivity I' . ={d,,, d,;,d,,}.

Therefore, the ejection is the element of MPC d,, . It should be corrected on the basis of the product d,, -d,, .

Conclusion

In the research the assessment of equivalence of known indicators CR,GCI, HCR, CI" and ky is carried
out for the MPC with a wide range of changes of the level of consistency. The equivalence of indicators CR,

GCI and CI" is shown for all researched MPC: linear regression between these indicators showed the
significance of the coefficient of determination that exceed 0.95. The results for the indicators CR and GCI are
consisted with known results, received in [Aguaron&Moreno-Jimenez, 2003]. However, in this work, the research
was carried out for a wider range of changes of the level of consistency of the MPC. A weak linear dependence

between CR and HCR (R* is equal to 0.27, 0.46, 0.50, 0.69 depending on the level of MPC consistency) and

even less linear dependence between CR and ky (R* takes the values 0.16, 0.20, 0.28, 0.04) are shown.

Such a weak linear dependence between CR and ky can be explained by the fact that ky is based on a

completely different ideas in comparison with indicators CR, GCI, HCR and CI" . The indicator ky in many
cases leads to inconsistent results compared with CR therefore should be used carefully.
It is established, that the property of weak consistency guarantees the presence of information in the MPC.

The correct method of assessment of the consistency of the MPC depending on its characteristics is developed. If
the MPC is weakly consistent, so for the assessment of the permissibility of its inconsistency any of the indicators
CR, GCI abo CI" and criterion of consistency 1should be used. If the MPC has not the property of weak
consistency, then you need to look for ejections in this matrix, correct these ejections until the MPC becomes
weakly consistent and already after that to assess the permissibility of consistency of corrected MPC according
any of the indicators CR, GCI or CI" . The use of any indicators of CR,GCI, HCR and CI" and the
criterion of consistency 1 to MPC, which has not the properties of weak consistency without the prior correction of
the ejections, in many cases (18.7% and 31.8% of cases depending on the level of consistency) leads to
erroneous vectors of weights.

The results, obtained in this work, is planned to be used in future for the development of a method of improving
the MPC consistency.
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MOZENb OHTOJIOMMYECKOIrO UHTEP®EWCA ATrPEFALIUK
WHOOPMALIMOHHbLIX PECYPCOB U CPEACTB N'MC

MapwuHa MonoBsa

AHHOMayus: B cmamse paccmampusaemcs paspabomka u npUMeHeHuUe OHMOI02UYECK020 UHMepelica Kak
agghekmusHo20 cpedcmea obecnedeHuss npoueccos uHmMeapauuu pachpedenénHbIX UHMOPMAUUOHHbIX
pECYpCO8 U cucmeM Ha OCHOBe UCNOb308aHUs ceMaHmuyeckux ceolicme. OnucaHo npedcmasrneHue
UHgbopmayuu 8 HaenadHol neaskodocmynHol ¢hopme, obecneyusarouee co3daHue U UCNOMIb308aHUE
opmanusosaHHol cucmeMbl 3HaHUU 8 KOHKpemHbIX npedMemHbix obnacmsx. [pugedéH npumep aepeaayuu
0HMOIo2UYeCcK020 uHMepdelica ¢ MMC-cpedod.

Knioyesbie cnosa: OHMOI02UA, OHmoepad), OHMono2uyecKul UHmepd)eUc, ZGOUH(pOpMaL{UOHHbIG cucmembli
(TUC).

ACM Classification Keywords: |.2 ARTIFICIAL INTELLIGENCE - 1.2.4 Knowledge Representation Formalisms
and Methods

BBeaeHue

Bocnpusite n nosHaHue okpyxatoLlero mupa TpebytoT pasBuTS COOTBETCTBYIOLMX METOAOB W CPEACTB, cpeay
KOTOPbIX BbIAENAKTCS reonHgopmaunoHHble cuctembl (TC). TUC MoryT NpUMEHSATHCS B LUMPOKOM CriekTpe
3afjay, CBA3aAHHbIX C aHanM30M W NPOrHO30M SBMEHWA U COBLITUI OKPYXAlOWeEro Mupa, C OCMbICIIEHNEM U
BblAENEHNEM rraBHbIX (PAKTOPOB W MPUYMH, @ TaKke WX BO3MOXKHbIX MOCNEACTBUIA, C MNNaHUMPOBaHWEM
CTpaTErnyecknx pelleHnn NOCneacTBuii coBepluaemblx aenctaui [Miogeur ®oH beprtanaHdu, 1969]. B ceoio
ovyepedp, pasBUTUE TEOMH(OPMALMOHHBIX CACTEM CBSI3aHO C HEOBXOAMMOCTbIO COBMECTHOM 0BpaboTku
00bEMOB MPOCTPAHCTBEHHOA W HENPOCTPAHCTBEHHOW WHOPMALWK, CROXHbIX NpoLeccoB 0BpaboTku
B3aMOCBS3aHHOM Pa3HOMMaHOBOM MHKOPMALK, ee WHTErpaLmMn 1 B3auMOAENCTBIUS C APYrMU pasfinyHbIMK MO
HasHayeHnto cuctemamu. [lononHuTENbHble TPEDOBaHWS  HAXOXOEHUA JydylWxX pelleHnn, yoobceTsa,
NPOM3BOAUTENBHOCTY, HALEXHOCTU M CTOMMOCTM Takke TpebyoT paspaboTki 1 pa3BUTUS afekBaTHbIX MOLenei.

BeicTpbii pocT 06beMOB MHOpMaLmKM, HeobxoaumocTb ee 6onee kadecTBeHHOW 00paboTkM W YCBOEHUS
TpebyioT MCronb30BaHNS METOLOB M3BNEYEHNs H(opMaLu 1 Nnpeobpa3oBaHus ee B Takyk GopMy, C KOTOPOM
Oypnet ynobHo pabotath. MaBHasi Lenb Takoro npeobpas3oBaHMs — BO3MOXHOCTb aHanm3a «XaoTUYHOW»
NHEOpMALMN C MOMOLLbIO CTaHAAPTHbIX MeTOA0B 06paboTkn AaHHbIX. Bonee cneumdmryeckon Lenbo SBseTcs
BbISIBMIEHWE FOTMYECKNX 3aKOHOMEPHOCTEN Mexay OnMcaHHbIMM MOHSTUSMU. [peacTaBneHHas Haanexalium
0bpa3om MHGOpMaLMs NO3BONSET YBUAETb T€ AOMOMHMTENbHBLIE CKPbIThe 3aKOHOMEPHOCTW, KOTOpble He
yaaeTcs 06HapyXUTb ApYruMy METOLAMM.

Takum 06pa30M, aKTyaanon ABNAETCA  3afavda I/IJJ,eHTVI(bVIKaLl'VIVI, NnoaoaepxXkn W ynpaBneHua

MPOCTPAHCTBEHHLIMW CBSI3AMU  MEXZY TOMONMOrMYeckUMM oObekTaMy pearnbHOro MUpa, CO3AaHWE  HOBbIX
06bEKTOB, CBSA3€HA, YBA3KN HOBbIX aTpUBYTOB, BU3yanM3nUpYyIOLLUXCS B BUAE «APYXECTBEHHOIO MHTepdeNcay.
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AHanu3 nocnegHux uccnefoBaHuii U ny6nukauumn

CornacHo aHanu3y COBPEMEHHbIX METOAOB W CPeACTB BM3yarbHOro NpefcTaBneHust WHGOPMALMOHHBIX
pecypcoB B MMC-cpeae [Joseph K. Berry, 2007] MOoxHO chenatb BbIBOZ O TOM, YTO LUMPOKO NPUMEHSIEMbIM
ABNseTCA ODbEKTHbIA MOAXod, MpW KOTOPOM NpeaMeTHas npuknagHas obnactb NpeAcTaBnseTcs B Buae
COBOKYMHOCTM 06BEKTOB, KOTOPbIE B3aUMOLENCTBYIOT Mexay coboi NocpeacTBOM Nepeaaun CoobLLEHN.

PacnpocTtpaHeHHoe ucnonb3oBaHne [WC cosgano OocHOBY ANS  LUMPOKOTO  MPUMEHEHWs  OOBEKTHO-
OPWMEHTUPOBAHHOMO MOAXO4A B MPaKTWUKEe NPOEKTUPOBAHWUS M MPOrPaMMMUPOBaHMS WHGOPMALMOHHBIX CUCTEM.
YkaszaHHasi MeTOZONIorMst OpWEHTMPOBaHa, Mpexae BCero, Ha NPEOdONeHWe CROXHOCTEW, CBA3aHHLIX C
pa3paboTKon NporpaMMHbIX CPeacTB, CO3AaHMEeM BOMbLUMX CMOXHBLIX CUCTEM, KOMNEKTUBHOM UX pa3paboTkoi,
JanbHEALIMM aKTUBHBIM COMPOBOXAEHWEM MPY SKCMTyaTaLumn 1 PETYNAPHBLIX MOAUDUKALMSIX.

MHhopmaumoHHo-aHanuTuyeckas cpega [MC-cneunanncta MOXET WMETb WMEpPapXuMYeckyld Unu CeTeByto
CTPYKTYpY, T.e. COCTOSTb U3 Gonee cneuuannavpoBaHHbIX Cped WKW CUCTEM, CBS3aHHbIX HEKOTOPbIMU
OTHOLLEHWAIMKM, Hanpumep, «oblyee-yacTHoey. MMOCKONMbKY apxuUTeKTypa Takon cpedbl AOMKHA NpeaocTaBnsaTh
MMBKOCTb, BO3MOXHOCTb ANS  pacMpeHnst (PYHKUMOHANBbHOCTM W arperauun  pacnpefeneHHbiXx B CeTu
WH(OPMALMOHHBIX  PecypcoB, HeOOXOAMMO  CO3[aHWe  SPrOHOMWYHOTO  MHTEpdeica  Monb3oBaTens,
obecneunsaroLiero Web-goctyn K Hum.

OPheKTUBHLIM CPESCTBOM NPEACTABMEHUS M CUCTEMATM3aLMM WHGOPMaLMK SBRSKOTCS OHTONOMW, KOTOpble
ucnonb3ytoTces And  dopmansHOW  crneundukalmm NOHATUA W OTHOLLEHWH, KOTOpble, B CBOK O4epefb,
XapaKkTepu3ylT — OnpedeneHHyl npeameTHylo  obnacTb.  [peumyllecTBOM  OHTONMOMMA  Kak  cnocoba
npeacTaBneHns uHcopmaumy sBnseTcs ux opmanbHas CTPYKTypa, KOTOpas YMPOWAEeT KOMMbIOTEPHYHO
obpabortky [[ManaruH A.B., 2005].

Bymy4n aHanorom noHSTAKO «MOLEMby», OHTOMOMSI CYXXWUT CPEACTBOM KOMMYHUKALMK MeXay paspaboTymkoM
nonb3oBaTenem.

Mcnonb3oBaHue oHToNorMmM aheKTMBHO Npu Noucke 1 06 LEAMHEHNM MHOPMALWMN W3 PA3NIUYHBIX UCTOYHUKOB U
cpeqd, NMPEeLCTaBNEeHUs W MHTEpnpeTaLuuu MHGopMaUun B MpoLecce NpUHATUS pelueHnin. OHTOMOrdYeckuin
noaxoz obecneymBaeT CBA3HOCTb MHAOPMALIMOHHBIX PECYPCOB M NO3BONSIET MMOKO paboTaTh C KOHTEKCTAMM.

CoBpemeHHble WHTEp(EAChl CUCTEM NPEACTABMNEHUS MH(OPMALMOHHBIX PEeCypcoB MpeaHasHayeHbl ans
(hYHKUMOHMPOBAHUSI B T€TEPOreHHbIX pacnpefeneHHbIX MH(OPMALMOHHbLIX Cpefax M MO3TOMY OCHOBaHbl Ha
MeTOoAaX UCKYCCTBEHHOrO MHTENNeKTa 1 napagurMe Semantic Web.

Ha cerogHAWHWA OeHb OOHUM W3 OOMUHUPYIOWMX pelleHuit Web-TexHonornin, KOTopoe CBOAWUT K eauHOM
CTPYKTYpE Kak KOpMnopaTMBHbIE AOKYMEHTHI W MaTepuanbl, Tak W VHTEpHET-pecypehl, SBMSIOTCA nopTanbHbIe.
Pa3snnyaloT pasHble TUMbI MOPTANoB, B 3aBUCUMOCTH OT (OYHKLMIA, KOTOPbIE OHW BbIMOMHSIOT.

[MpocTenwmin Tvn — uHdopmauuoHHble nopTans! (Information Portals), koTopble 06beanHSIOT Nonb3oBaTeneil ¢
WHopmaumen, obecneunBaloT NEPCOHUPULMPOBAHHBIN JOCTYN K pecypcaMm U AaHHbIM € NOMOLLbIO
KnaccudukaTopa, ¢ BO3MOXHOCTbH MPOBEAEHNS CKBO3HOTO NOSTHOTEKCTOBOIO W aTpUByTUBHOMO NOMCKA.

MopTanbl Ans  cosmectHon pabotbl (Collaboration Portals) nopaepxuBaoT  pasnuuHble  cpeacTea
B3aMMOAENCTBUS  MOMb30BaTeNed, OCHOBaHHble Ha  KOMMBKOTEPHBIX  TEXHOMOrMSX. Takue nopranbl
NpeaocTaBnaT WHdopmaumo 1 obecneunsaioT paboTy rpynnbl COTPYAHMKOB Haf OnpefenieHHoN 3apaden,
NPOEKTOM (ChaKTU4YECKM, aBTOMATU3UPYIOT OM3HEC-MPOLIECCHI B OpraHM3aLusix).
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OKCnepTHble NopTankl Unu nopTanbl akcnepTuabl (Expertise Portals) 06beauHsItOT Nonb3oBaTeneit apyr ¢ Apyrom
Ha OCHOBe WX OmblTa, 0BnacT! AKCNepTU3bl U WHTEPECOB. TakMe cucTeMbl 0O6ECNeYMBaOT NOAKMIOYEHME K
aKCmepTam Ha OCHOBe WX 3HaHMW. He Bcerga Takom nopTtan COAEPXMT HYXHYIO MONb30BaTENtd MHGOopMaLmio,
OfHaKO, B Cryyae ee OTCYTCTBMS MOXET MOAKMIOYWTb NONMb30BATENs K COOTBETCTBYIOWMM Crieuuanucram,
KOTOpble MOryT NOAENUTLCS HEobXoAMMON MHGOPMaLMen, NPeaoCTaBNTb AKCMEPTHbIE OLEHKN MO KOHKPETHLIM
BOMpOCaM.

MopTanbl 3HaHuit (Knowledge Portals) — 3T0 MHTErpupoBaHHbIEe NopTarbl, KOTOpPblE 06BEAUHAKT BO3MOXHOCTH
BblLLENepeYnCcneHHbIX TUMOB 1 0becneynBatoT NpeLocTaBneHne NePCOHNGULMPOBAHHON MHGOPMALIMM C YHETOM
KOHKPETHOW paboTbl, KOTOPYK BbINOMHSAET KaxAablii NONb3oBaTeNb B onpegeneHHoe Bpems [lnHkapyk B.0.,
2008].

Bce nepeuncrnieHHble CBOWCTBA MOpPTanbHbIX PELUEHUA (KOMOMHMpOBaHWe B cebe TpéX TMMOB MOPTasnoB C
NCMONb30BaHNEM  KOMMbIOTEPHbIX — TEXHOMOTWA,  COEAMHSIOWMX NonMb3oBaTenelm C  MHGopMauuen 1
nonb3oBaTenei Apyr ¢ APYroM Ha OCHOBE TaKUX KPUTEPUEB Kak OMbIT, 06MacTb AKCNePTU3bl, 0BLiME MHTEPECHI 1
T.N.) UMEET OHTONOrMYeCKNiA MHTepdenc. B ocHOBE Takoro MHTEPAECA NMEXMT OHTOMOIMS, KOTOpasi YCIOBHO
[EnUTCA Ha ABE YacTu: NepBas COLepXMUT onucaHme cTpykTypbl FMC-cpeabl, BTopas — pecypesl, OnuchiBatoLye
BbIOpaHHy0 NpeaMeTHYL0 06nacTb.

Mopenb oHTOnornyeckoro nHTepdeica

Ha cerogHsLWHWA feHb MHOPMaLMOHHbIE PECYPCHI, UCNOMNb3YeMble B NPOLecce NPUHATUS PELLEHNi, SBNSOTCA
pacnpegeneHHbiM1. CoBpeMeHHble CeTeBble TEXHOMOMMU U LIMPOKOE pacnpocTpaHeHue Internet npegoctasnstoT
BO3MOXHOCTb  JOCTYNAa M UCMOMb30BaHWS  3TUX  PECYpCoB nyTeM OObeauHeHus  TeppuTopuassHO
pacnpefeneHHblX UCTOYHWKOB  WMHGbopMauun Takoro poga. OHTOMorMyeckuin  MHTepdenc nossonsieT
BM3yanuaupoBaTb pesynbTaT MpOLECCOB MHTErpauuu W arperaunn pacnpefeneHHblX  WHGOPMaLMOHHBIX
PECYPCOB B MPOLECCe OpraH13aLmm B3auMoAenCTBIS Nonb3oBaTeNen B NerkogoCcTynHON HarnsaHon (opme.

KOMI'Ib}OTepHaﬂ OHTOJI0TUA I'Ipe,D,MeTHOIZ obnactu — 3T0:

* Mepapxuyeckast CTPyKTypa KOHEYHOrO MHOXECTBA MOHSATWW, OMWCBIBAIOWMX 3afaHHY0 NpeaMeTHyt0 obnactb
(Mao);

* CTPYKTypa — OHTOrpad, BEPLIMHAMK KOTOPOrO SIBMSIOTCA MOHATUS, a AyraMu — CEMaHTUYeCKne OTHOLLEHMS
MeXay HUMK;

* MOHSATUSI U OTHOLLEHWSI UHTEPNPETMPYIOTCS COrMacHO 0BLIE3HAYMMbIM (OYHKLMSM WHTEpNpeTaumum, B3sThIX U3
3NEKTPOHHbBIX UCTOYHMKOB 3HaAHWI 3agaHHon [1a0;

* OnpeaeneHne NOHATU U OTHOLUEHWA BBIMOMHSAETCS HA OCHOBE aKCMOM M OrpaHuyeHuit (npaeun) ux obnactu
JEeNCcTBuUS;

* CyLLECTBYET CPeACTBO POPMAnbHOTO ONMCaHWs OHTorpada;

* PYHKLMM MHTEPNPETALMM U aKCUOMbI ONCaHbl B HOTaLMK (hopManbHOM TEOPUM.

Ontonorus  onpegensieT  obueynotpebuTenbHble, CEMaHTUYECKW 3HAYMMble  «MOHSTUIAHBIE  €AMHULI

WH(OpMaLMny», KOTOPLIMU OMEPUPYIOT NOMb30BaTENM U pas3paboTumki MHGOPMALMOHHBIX cucTeM. B oTnnune ot

WH(bOpMaLWK,  3aKOAOWPOBAHHOM B  anroputMmax, OHTonorMst obecneysBaeT €€ YHUUUMPOBAHHOE U

MHOrOKPaTHOE MCMOMb30BaHKe PasnuyHbIMM FpynnaMy nonb3oBaTenei, Ha pasHbiX KOMMbIOTEPHBIX MNaTopmax
NPy peLUeHnn pasnnyHbIX 3aaau.



International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013 365

Ontomorust  Hekotopo [pO B oOWwem cnydae dopmanbHo npeactasnsetcs T. A. [aBpunosoid u
®. B. Xopowwesckum [apunosa T.A., 2001] ynopsia04eHHON TPONKOW :

0=<X,R, P, (1)

rae X, R, F — KoHeYHble MHOXeCTBa COOTBETCTBEHHO:
X - KOHLEeNToB (MoHATUIA, TepMuHoB) Ma0;
R — OTHOLLEHUI MeXaY HUMU;
F - yHKuunin nHTEpnpeTaumm (onpeaenenuin) X u/vnm R.
Bbigensiem 5 TvnoB OHTONOMMIA:

X=0@,R=0, F=@ - HeCTpyKTyp1pOBaHHbII TEKCT;

X#0,R=0, F# @ - rmoccapui;

X#@, R#Q, F={ - takcoHomus;

X#@,R=0, F=@ - npocrasi OHTONOrus;

X#@, R# @, F# @ — akTuBHas oHTONOrus.

AxkmusHasi oHmonoeus (R # @, F # (J) — 3T0 Takasi OHTOMOTS, B KOTOPOW MHOXECTBA KOHLENTOB W
KOHLenTyanbHbIX OTHOLLUEHWA MaKCUManbHO NOMHble, @ K (PYHKUMAM MHTepnpeTaumn N0BaBnslTCS akcMOMbI,
onpegenexns 1 orpaHuyenns. OnucaHue BCeX KOMMOHEHT MPeACTaBMeHO HEKOTOPbIM (hopMamnbHbIM S3bIKOM,
BOCTYMHbIM ANS UX UHTEPNPeTaLui KOMNbIOTEPOM.

O0=<X,R,F, A (D, Rs)>, (2)
rae X = {X1, X2, vy Xiy e, Xnhy i = 7 n = Card X — KOHEYHOE MHOXECTBO KOHLENTOB (MOHSATUI-0BBEKTOB)
3agaHHon Mao;

R={Ry, Ry ... ,Rp ... ,Re}, R € X1 x Xo x..x X;, k = Mm= Card R — MHOXeCTBO KOHLienTyasnbHbIX

OTHOLLEHWNIA MEXZY HUMM;
F: X%R — KOHEYHOE MHOXECTBO (DYHKLIMI MHTEpNPETaLM, 3a4aHHbIX Ha KOHLENTaX W/unmu OTHOLUEHUSIX;

A — KOHEYHOE MHOXECTBO aKCMOM, COCTOSILLEE U3 MHOXECTBA onpegeneHnint D 1 MHOXEeCTBA OrpaHuyeHuin RS
ans noHatus Xi. OnpefeneHus 3annucbiBalTCcs B BUAE TOXAECTBEHHO UCTUHHBIX BbICKa3blBaHWIA, KOTOPbIE MOTYT
ObITb B3STbI, Hanpumep, u3 TonkoBbiX crosapei MaO. B cnoeapsix moryT ObiTb ykasaHbl LOMOMHUTENbHbIE
B3aMMOCBSA3M NOHATUI X; C NOHATUAMK Xj. B MHOXeCTBE orpaHuyeHuin Rs; MoryT 6biTb 3afaHbl OrpaHNYeHNs Ha
WHTeppeTaLmio COOTBETCTBYIOLLMX NOHATUI Xi.;

D — MHOXECTBO JOMOMHUTENBHBIX ONpeeneHnid NOHATUI;

Rs — MHOXECTBO OrpaH14eHunin, onpeaensiowmx obnacts AENCTBUS MOHATUIAHBIX CTPYKTYP.

PaccmoTpumM MHOXECTBO OrpaHU4EHNI N MHOXXECTBO AOMOMHUTENbHBIX ONpeaeneHuit:

D = XxRXRS — MHOXeCTBO LOMNOSTHUTENbHbIX ONpeeneHun;

Rs = R*XR — MHOX€ECTBO OrpaHWN4eHNiA, KOTOPOE MOXET ObITb PACCMOTPEHO KaK 3aMblKaHKe OTHOLEHWH R;
R* — MHOXeCTBO KayeCTB, XapaKTepu3ytoLmux aremMeHTbl MHoxecTsa R.

Mockonbky nBoe MHMOPMALMOHHOE NPOCTPAHCTBO MPeACTaBnseT COBON CROXHYK CUCTEMY YNpaBfieHus
B3aMMOAENCTBMEM MOMb3OBaTENeid C MHGOPMALMOHHON CUCTEMON, MONb3oBaTeNeid Mexay coboi, a Takke
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SBNSETCA CPEACTBOM MHTErpauun pacnpefeneHHblX WH(OPMALMOHHBIX PECYPCOB M MPOLECCOB, TO MOA
UHGhOpMayUOHHOU cucmemoll cneayeT NOHAMAaTb COBOKYMHOCTb OPraHM3aLMOHHbIX M TEXHUYECKMUX CPEACTB ANs
XpaHeHust u 06paboTkn MHopMaLUy ¢ Lienbio obecneyeHns MHopMaLMoHHbIX NOTpebHOCTeN nonb3oBaTenei.

CMCTEMHBIMM KOMMOHEHTaMU SBNSIOTCS:

- Tunbl JaHHbIX, UHTEPNPETUPYHOLLME NPOLECChl;

- Mpoueaypel, 0bpabaTbiBatoLLMe COOTBETCTBYIOLIME TUMbI AAHHBIX;

- VIcToYHMKm, onpeaensioLye HenocpeaCcTBEHHO TUMbl JaHHBIX W 3afatoLLmne X 3HAYEHME,;
- MoTpebutenn unn dukcupyioLme yCTpoicTBa.

MHdhopMalLmMoHHas cicTeMa paccMaTpuBaeTCs Yepes MHOXECTBO MpeacTaBuUTENel - 3afay, KOTopble MoryT
BbITb peLLeHbl C NOMOLLbH0 MH(OPMALIMOHHOI CUCTEMBI.

3apava npobnemHomn cutyauum ¢ Habopom 3adaHHbIX Lenen MoxXeT ObiTb NPeACTaBIEHa B BUAE KOpTeXa
T=<K, K, Aim>, (3)
K - mopenb MaO, otobpaxatowlas npobnemMHyt0 cuTyaumio;
K’ — xopTex coctosiHnia MO, akTyanuaunpyowmxcs Ha KaxkaooMm wary AOCTUXKEHUS Lenewn;
K =<Ky, Ky, ..., K, ... , Ko, (4)
Aim = FxR - Habop uenen.
Takum obpazom, oHmosnoauyeckuli uHmepegelic IMEET BUA;
I=<K, K, FXR, X, R, F, A, (XXRxRs, R*xR)>, (5)
I=<K, K, Aim, X, R, F, A, (D, Rs)>, (6)

Onmonoeuyveckuii uHmepgbelic — cpecTBO YAobHOro B3anMOZEeNCTBIUS NONb30BaTENS € MHGOPMALMOHHON
CUCTEMOM, NMPeAHa3HaYeHHON ANs PELIeHUss MHOXECTBa 3afay npobneMHoi CuTyauun nyTem WUCMomb30BaHMs
aKTMBHOWN OHTOOTUM.

1=<T, 0>, (7)
®opmanbHO  TexHomorndeckun  6asuc  POPMMPOBAHMS  OHTONOTMYECKOTO  MHTepderca  onpeaensieTcs
HarpyXeHHbIM 4BYAOMbHEIM rpachoMm.

G= (ViU Vy, E), (8)
roe Vi N V2= @, BeplwmnHbl n3 V4 pasveyeHbl UMEHamMu NPeAnKaToB, a BepLUMHbI U3 V2— UMEHAMU apryMeHTOB;

E - wmHoxectBO Ayr (pé€bep). [yrn rpacha COEOMHSIOT BEPLUMHbI, Pa3MEYeHHbIE UMEHaMM MpeankaTos, C
BEpLUMHAMM, Pa3MEYEHHBIMY UMEHAMU apryMEHTOB.

BepLumHbl M3 MHOXECTBa V1 Ha3bIBaOTCS y3namu-npeamnkaTammu, BepLIMHbI U3 Vo — y3namu-koHLenTamm, a camu
npeamkaThl — KOHLENTYarbHbIMU CYLLHOCTSIMA.

BbickasbiBaHWst hOPMUPYIOTCS HA OCHOBE KOMMO3WLW BEPLUMH, MHLMAEHTHBIX OBHOMY pebpy.
Anroput™ ¢hopMMPOBaHMS:

1. OnpepenseTcs nepeas BeplWHA (neBas unW npagas) MO HanpaBNEHWI0 OTHOLIEHWUS, €CriM OHO He
KOMMYTaTWUBHOE;

2. Bblbupaetcsa nesas/npaeas BepLUMHA 1 MHLMAEHTHOE Pebpo;
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3. BulbupaeTtcs npaeasi/neBast BEPLUMHA C MHLMAEHTHBIM pebpoM, KOTOpPOE UMEET NEBY0/NMPABYI0 BEPLLMHY;
4.  [1BynonbHbIi rpady onpegenseTcs Kak BblcKasbiBaHME.

BbluncnsieTcsl  3HayeHWe BbIPaKEHUS: WCTMHHOCTb — BEPLUMHbI BKMKOYAIOTCS B MHOXECTBO OOBEKTOB
UHTepdenca, NOKHOCTb — BEPLUMHBI HE BXOAST B 3TOMO MHOXECTBO.

Anroput™ popMUpOBaHNS 0OBEKTOB OHTOMOTMYECKOTO MHTEPCIECa KaK MHOXECTBA MCTUHHBIX BbICKA3blBaHWIA
MoxeT ObITb NpeacTaBneH B 06LeM Buae HopMansHoro anroputma Mapkoea [Mapkos A. A., 1996].

Busyanusaums nHchopmaumn B BUae nepapxuyieckoro rpaca nomoraet nonb3oBaTento:
* BbICTPO HAXOANTb HYXHbIA SNEMEHT B MEPapXuK;

* MOHUMATb CBSA3b 3NIEMEHTA C KOHTEKCTOM;

+ obecneunBaTb BO3MOXHOCTb NPSMOrO JOCTYNA K MHADOPMALMM NPKU BEPLUMHAX.

CeTeBoit rpady MOXeT BbICTyNaTb He TOMbKO CPEACTBOM OpraHu3aumu wHdopmauun. Paclumpss ero
TpaguumMoHHble YHKUMM Brnarofaps OTPaXeHWo B BUAE OHTOMOMMYECKOro WHTepdieica, rpag MOXHO
npeBpaTuTbL B Cpeay, B KoTopoit obecneunBaeTcs akTueHas pabota ¢ pacnpeneneHHbIMN MHGOPMALMOHHBIMM
pecypcamu.

(DOpMVIpOBaHMe OHTOJ10rM4ecKoro VlHTepd)eﬁca COCTOUT 13 qupréX JTarnos:

1. TpenBapuTenbHbIn aHanua3 WHGOPMALMOHHLIX pecypcoB no [1a0. BbloeneHue KOHLENTOB-NOHATANA W
00beanHEHME MX MO CBONCTBaM B COOTBETCTBYHOLLME KITACChl.

2. ®opmupoBaHMe Tabnuubl KNacCOB KOHLENTOB-NOHSTUA HA OCHOBE MHOXECTBA CEMaHTMYECKMX
COOTBETCTBMIA MEXY NOHATUSIMM.

3. TloctpoeHue oHTOrpada.
4. Busyanusauus oHTorpacda 1 hopManusoBaHHoe onucaHue oHtonorun [Ctpukak O.€., 2013].

Ha puc. 1 n3obpaxéH parmeHT oHTOrpada Kpuctanioxummyeckoin knaccudukauum muHepanos «IMA CNMNC
mineral classes» # COOTBETCTBYIOLMIA €if OHTOMOrMYeckUd uHTEpderc. B gaHHOM npumepe aK3emnnspbl
MWHEpanoB BXOAAT B COCTaB MMHeparbHoro knacca «03 Halogenides», kOTOpbIit B CBOW OYepedb BXOAMUT B
cocras knaccucpukaumm «IMA CNMNCy.

OHTOMOrMYeckUn MHTEpENC NpeaHasHayYeH Ans BU3yarbHOro OTOBPaXEeHWS 9K3EMNNSAPOB MUHEparoB U WX
NPUHaZNEXHOCTW K Knaccam B KnaccudukaLuu, arperalumn pacnpegenéHHbiX MHHOPMaLMOHHBIX MCTOYHUKOB MO
MUHepanornn, a oHTorpad SBMSETCA TAKCOHOMWUEHN M BbINOMHAET PYHKUMM PEOaKTUPOBaHMUS, LOMOMHEHMS,
ynpaBneHus MHPOPMaLMOHHBIMI pecypcamit U BbISBIIEHUS HOBbIX CBSA3en Unu 06bekToB. Hanpumep, MuHepan
nuput «Pyrite» BxoauT B kKnacc cynbduaos «02 Sulfides and Sulfosalts» kpucTannoxumuyeckomn knaccudukaLmm
1 B knacc pya «Ores» knaccudmkaumm no obLmm npusHakam. C nomoLbto oHTorpada 6bin onpeaenéH HoBbIN
Kracc MUHeparnoB, KOTOPbLIA MOXHO OMucaThb Kak «pyaHble Cynbduab» Unn «cynbduaHsle pyabi» (puc.2).

Wcnonb3oBaHue reonHopMaLMOHHbIX CUCTEM MPeaOCTaBMNsSET AOMOMHNTENbHbIE BO3MOXHOCTU BU3yanu3aLmu
AaHHbIX C reorpacUyeckoil NPUBSI3KOIA U UCTOMNb30BaHNS MHOTOUMCTIEHHbBIX aHANMMUTUYECKUX UHCTPYMEHTOB [N
MOBbILLEHMS YPOBHS! 3PDEKTUBHOCTY NPUHATUS PELLEHMUIA.

B reomHhopMaLOHHbIX cUCTEMAX KNacChl 06BEKTOB OHTONOMMM COCTABNAKT CMOM TEMATUYECKON KapTbl, @ camu
06beKTbI, BXOASALLME B COOTBETCTBYHOLLMIA KNace, ABNSATCS 06beKTaMu CrIos.

ATpunbyTnBHas nHdopmaums 06 o06bekTax OHTOMOMW, NPEeACTaBneHHas B oHTorpade, oTobpaxaeTtcs Ha kapTe B
BUOEe BNOXeHWN. Kaxgas BeplwMHa OHTOrpad)a WMeeT COOCTBEHHYO «0a3y [AaHHbIX», COAepKallyto
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WHOpMaLMIO M3 pacripefenéHHbiX  MH(OPMALMOHHBIX  PEeCcypcoB, HEOBXoauMyK NS TLLaTeNbHOro
03HAKOMNEHUS C BblOpaHHLIM OOBEKTOM, KOTOpasi MOXET MOMOMHATLCS AaHHLIMK U NOWCKOBBIMW 3anpocamu
nonb3osartenei MC [Monosa M. A., 2013].

03 Halogenides
i earch

Halogenides

m

4 The halide mineral class
include those minerals
with a dominant halide
anion (F-. Cl-. Br- and
[-). Complex halide
minerals may also have

Cryolt

Halite

1 03 Halogenides IMA CNMNC mineral classes

Puc. 1. OHTONOMMYecKnin MHTepdec oHTorpada KpUCTannoXUMIUYECKON KnaccudukaLmm MUHEpParoB
«IMA CNMNC mineral classes»

02 Sulfides and Sulfosalts

Ores " Classification by commaon attributes

Sulfide ores

. Pyritel 57

02 Sulfides and Sulfosalts IMA CNMNC mineral casses

. o R 02.A - 02.G sulfides. selenides. tellurides. arsenides. antimonides. bismuthides

Pvc. 2. BbisiBneHve HOBOrO Krnacca 00beKTOB Ha npumMepe Knaccudukalmii MUHepanos
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Ha puc. 3 npueenéH npumep otobpaxeHuss cnos «03 Halogenides» Ha kapTe, COOTBETCTBYHLLETO
ogHoumeHHomy knaccy oHtorpacda «IMA CNMNC mineral classes». Bce 06bekTbl, BXxOAALME B AaHHbIE KNAcC W
ONMMCaHHbIE B OHTOrpadye, OTODOpaxalTCs Ha KapTe Kak SfeMEHTbl, COCTaBnsowme cnon. BbibpaHHbin B
OHTOMOrMYeckoM uHTepderice obbekT «Halite» (puc.1) Hacnepyet B TNC-cpege Bce CBOICTBA, 3afaHHble B
OHTOrpace.
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Puc. 3. dparmeHT TeMaTUYECKON KapTbl C 0TOBPaKEHNEM aKTUBHOTO CNOst Knacca 06beKTOB OHTOrpada

BbiBoabl

Mcnonb3oBaHWe OHTOMOMMYECKOro Noaxoda K knaccudukauuu, cucTeMaTv3auun U UCTONb30BaHUIO
NH(OPMALWMOHHBIX PECYPCOB W OHTONOTMYECKOro MHTEpdIeica Ans BU3yanu3auum arperaumy pacnpegeneHHbIx
NH(OPMALMOHHBIX MOZENE U CUCTEM HA OCHOBE MCMOMb30BaHNSt CEMAHTUYECKIX CBOWCTB Aa€T BO3MOXHOCTb
Ka)kAOMYy NONb30BATENH BbISBMATL NPUHLMNMANBHO HOBble B3aWMOCBSA3N WK 0OBEKTbI, HEU3BECTHbIE paHee.
AKTVBHble MeTOAbl aHanu3a nNpobnem 1 noucka peLueHuii CnocoOCTBYET CMELLEHMIO aKLEHTOB C MaCCUBHbIX
METOAO0B NOWCKa, OPUEHTUPOBAHHBIX Ha nepedavy AaHHbIX, K Gonee LWMPOKOMY MPUMEHENHD pasHOOPMATHOM
Pa3HOPOAHON pacnpefenéHHon WHopMaLUMUM B eOMHOA  aHanuTMYeckoi cpede C  MCMOMb30BaHWEM
Bo3moxxHocTen I'IC-TexHonormi.

PaccmoTpeHHast Mogeslb OHTONOMMYECKoro MHTepdieica Kak MHOXECTBA OMUCaHWMA MPOLECCOB akTUBM3aLMM
COCTOSIHUI OHTOIOMMM SIBNSETCH CPEACTBOM YMpaBneHUs B3auMOLeNCTBIUS NONb3oBaTenei ¢ MHOPMALMOHHON
CUCTEMOW W Jpyr C ApYroMm, WHTErpauuu pacnpefenéHHbiX MHMOPMALUMOHHBIX PECYpcoB 1M MPOLECCOB.
Heobxognmon sBnsietcs pa3pabotka METOLOB M CPEACTB KOHTEKCTHOrO PacLUMpEHUs MOAENU npegMeTHOM
obnacTit nyTém MHTErpaLmm OHTONOMMYECKUX MHTEPEENCOB.
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METHOD OF DATA ANALYSIS BASED ON CLUSTERING IN “SYNDROMES”
INDICATORS SPACE

Senko Oleg, Kuznetsova Anna, Kostomarova Irina

Abstract: A new data analysis method is discussed that is based on calculating syndromes by training data sets.
Syndrome are defined as sub-regions in feature space where mean values of target Y deviates from mean value
of Y in whole data set. Described method of syndromes construction uses boundaries found with the help of
modified version of optimal valid partitioning (OVP) method. The modification is based on new validation
technique that allows more effectively delete redundant regularities from output set. OVP boundaries are used to
find sub-regions in features space with strong deviation of target Y from its mean by whole data set. Such sub-
regions further are called syndromes. Hierarchical tree method was applied to receive clusters of objects from
training dataset in space of binary indices indicating if feature description of object belongs to corresponding
syndrome. Such technique allows discovering sets of objects with similar syndromes. Experiments with
biomedical datasets are discussed.

Keywords: Optimal partitioning, statistical validity, permutation test, reqularities, gerontology.

ACM Classification Keywords: H.2.8 Database Applications - Data mining, G.3 Probability and Statistics -
Nonparametric statistics, Probabilistic algorithms

Introduction

Many data analysis, forecasting or recognition methods are based on searching such sub-regions in space of
explanatory variables (features) X ,..., X, where levels of target variable Y deviate significantly from Y

mean in data set or at least in neighboring sub-regions. Such sub-regions may be associated for example with
leaves in regression trees [Breiman, 1984]. Leaves in classification trees correspond to sub-regions of feature
space that contain object mainly from one of classes. Approach that is based on logical regularities must be
mentioned thereupon [V.V.Ryazanov, 2003]. Logical regularities are defined as conjunctions of predicates
characterizing single features. Conjunctions must be true for possibly maximal subset of one of classes in training
set and must be false for objects from other classes. Logical regularity describes hyper-boxes in feature space
that contain objects descriptions. At that each hyper-box contains object only from one class. Special optimization
techniques allow efficiently search logical regularities. Optimal valid partitioning (OVP) ([Sen’ko, 2006;
Senko,2010]) is another method that is aimed to find in feature space boundaries separating objects with different
levels of target OVP implements also evaluating statistical validity of empirical regularities described by found
optimal partitions with the help of permutation test. Permutation test now become popular toll to asses statistical
validity ([Ernst, 2004; Gorman, 2001]). Result of OVP application in some data analysis task is set of statistically
valid regularities. At section 2 new modification of OVP technique is discussed that allows eliminating from output
regularities system all irredundant 2-dimensional regularities. Previous variant of OVP method allows elimination
of irredundant 2-dimensional regularity R only when simple one-dimensional regularities exist for variables



372 International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013

relevant to R. This set of regularities may be further analyzed by experts and used in forecasting algorithms. OVP
technique was used in set of biomedical tasks ([Kuznetsova, 2000; Kuznetsova, 2011; Kuznetsova, 2013]).

In this paper a new additional techniques are discussed that allow receive additional useful knowledge from
system of empirical regularities that were previously found with the help of OVP technique. Developed method
may be used in tasks with binary target variable. At the first step boundaries of OVP regularities are used to find
sub-regions in features space with strong deviation of target Y from its mean value by whole data set. Such sub-
regions further are called syndromes. It must be noted that dimension of searched syndromes may be higher than
2. Represented version allows finding syndromes of dimension 3. Second stage is aimed to discover groups of
objects in training set with X-descriptions belonging to the same or to the similar syndromes. Descriptions of
studied objects are generated that will be further referred to as Z-descriptions. Z-description consists of set of
binary indices that indicate if feature description belongs to corresponding syndrome. The discussed method is
based on hierarchical cluster analysis in Z-space. Result of cluster analysis is several groups of objects with X-
descriptions belonging to the same syndromes. Thus discussed method allows to evaluated structure of dataset
that is relevant to target. Experiments with biomedical datasets demonstrated that method allows to outline
subgroups of patients with close syndromes and to reveal systems of syndromes that simultaneously exist in
sufficiently great groups.

Optimal Valid Partitioning

Let vectors of explanatory variables X,..., X, belongtoM < R" The OVP method implement partitioning of
M that provide for best separation of observations from dataset St =X (7,5%, ) - Partitions are

searched inside apriority defined families by optimizing of quality functional. In this paper two partitions families
previously described in ([Sen’ko, 2006]) were considered: the simplest Family | includes all partitions with two
elements that are divided by one boundary point; two-dimensional Family Il including all partitions of two-
dimensional admissible areas with no more than four elements that are separated by two boundary lines parallel

to coordinate axes. Let R is partition of admissible region of explanatory variables with elements g,...,g,.. The

partiton R produces partition of dataset S‘t on subsetss,,...,s,, where 5; (j=1,...,r) is subset of

9Py

observations with independent variables vectors belonging to ¢ Iz The evaluated ¥ mean value for subsets § I is

denoted asj/(§j). The integral quality functional F[(R,S~,)is defined as the sum:

7

F,(R,S,) =Z[ﬁ(§t)—)>(§j)]2mj, where m ;- is number of observations in subset 5. Partion R, is

j=1

considered optimal among partitions from family R if inequality £, (RO,SI) > Fy (R,St) istrue VReR.

The initial variant PT1 is used to test null hypothesis about independence of outcome on explanatory variables
related to considered regularity. Estimates of validity indices (p-values) are evaluated at random datasets that are
received from dataset §t by random permutations of target Y relatively fixed positions of X — variables. It was

shown in that problem of partially false regularities arise when PT1 is used for verification of regularities that are
found inside more complicated models. So additional variant of permutation test (PT2) was developed. Instead of
testing null hypothesis that Y is completely independent on X — variables second variant implement testing of
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null hypotheses that Y is independent on X — variables inside sub-regions of X — space related to simple
regularities that were previously revealed for the same variables. However PT2 can be used for verification of
regularity from family Il only when simple one-dimensional valid partitions exists for at least one of two relevant
explanatory variables, so additional scheme of verification was developed that will be further referred to as PT3.
Suppose that R is optimal partition of explanatory variables X' and X" admissible area that belongs to family
lll. Let R is described by boundary point 5" for variable X" and boundary point 5" for variable X" .

Estimates of p-values are calculated separately for 5" and 5" .

Validity of optimal boundary b’ . To evaluate statistical validity of optimal boundary " for variable X" we try
to test null hypothesis about independence ¥ on X' and X" inside subsets formed by boundary 5", At first

step optimal partition R, (§t) is found for initial training set 5, . Two subsets of 5, are formed by boundary 5" :
subset S, ={(y,X),....(),.X, )}  includes objects from  Swith  X'<b"; subset
S, ={(}-X])s..-.(y,,.X,, )} includes objects from S,with X' >b". Estimate of p-value for op b’ is

calculated by artificial datasets that are built independently from initial datasets S‘, and S‘r by random permutation

of Y values relatively fixed positions of xdescriptions. Let generate N independent permutations of sets of

numbers {L,...,m} and {L....m}: {f ={fissfids S =4S S L€l N}} . Then

generated permutations are used to build random sets
(s :{(y;,l,xi),...,(y;),m ,xin[)},S‘;r = {(y;,r,l,xf),...,(y;;,m X, )}t e{l,...,N}}. Optimal partition

R, (§;) is found for each {¢ € {1,..., N} by union 5;1 Us;r that is denoted as §; . Estimate of p-value is
calculated as fraction of permutations with 7[R, (S,), 5,12 F;[R, (S"), 5" 1.

Validity of optimal boundary b” . Validation procedure for optimal boundary 5" for variable X" is practically

the same and is based test null hypothesis about independence ¥ on X' and X" inside subsets formed by
boundary 4.

Two-dimensional regularity from family il is considered valid at level [ if to inequalities are
simultaneously true: p(b")< 5, X', X", X" p(b")< S

Example. Figure 1 represents example of 2-dimensuonal regularity found with the help of technique described in
this section. Regularity describes relationship between occurrences of ischemic stroke, polymorphism of gene
coding lipoprotein lipase and « -lipoprotein level in patients after transient ischemic attack with chronic cerebral
ischemia. The task is described in details in ([Kuznetsova,2013]).

Strong effect of « -lipoprotein level on ischemic stroke risk is seen for cases with H+H+ genotype..For genotypes
H-H-,H+H- effect is not so expressed and is opposite by direction. Technique described above was used to
calculate p-values to evaluate statistically contribution of polymorphism of gene coding LPL and « -lipoprotein
level to considered regularity. It was evaluated by 2000 permutations that for LPL polymorphism p=0.005, for « -
lipoprotein level p=0.001.
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Fig. 1. Sparse diagram describing relationship between polymorphism of gene coding LPL (axis X) and « -

lipoprotein level (axis Y), «O» corresponds cases after ischemic stroke, «+» corresponds cases without ischemic
stroke.

Syndromes construction

OVP boundaries may be used for construction of syndromes - sub-regions in X-space where mean values of

target Y significantly deviate from mean value of Y in training set St. Suppose that set of one-dimensional

regularities 7' and set of two-dimensional regularities 7* were received with the help of OVP technique

described in previous section. Let note that regularities from 7 belong to family | and regularities from 7
belong to family Il.

Let optimal boundaries b’,b",b" were found for variables X', X", X" with the help of OVP. Then sub-
regions of M that are defined by inequality X' < &", by pair of inequalities X' < b', X" < b" or by three

inequalities X' <b', X" <b", X" <b" may be examples of one-dimensional, two-dimensional or three-
dimensional syndromes correspondingly.

Syndrome quality. Sub-region ¢ — M s considered syndrome only if its quality is sufficient. At that quality of

sub-region ¢ is described with the help of functional X(q,gl)z[?(q)—? Fm(q), where

- _ 1 _ m | |
m(q) =| {Sj = (yj,xj) €S, | X; € q}1, v(q) :mz Vi Y :#Zyj So sub-region g is
X;€q Jj=1

considered syndrome if X(q,gt) > Tq where Tq is initially specified threshold.

Sets of boundaries. It must be noted that for some variables several boundaries may be calculated. Suppose

that b, is set of boundaries for variable X, that is relevant to regularity l’l.1 from 7' and set of regularities 17,.2
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from 77 Set b, consists of boundary for X in regularity I”l.1 and regularities from fl.z. Let £, is set of
numbers of variables that are relevant to 7' or 7~ .
Let describe a necessary condition for family Q, of I-dimensional sub-regions of M tg pe syndromes family -

Suppose that J is set of maps from {1,...,/} to [ » - Each sub-region g € Q, is characterized:

a) by J, from J .

~

b) by vector of boundaries b(g) = [b;(¢),..-,b;(¢)], where boundary b,(q) is taken from Gy
c) and by vector of indices B(q) =[5;(q)..--.5,(¢)], where 5.(q) € {—1,1}.

It is considered that vector X = (xl,. . .,xn) eR” belongs to ¢ if following inequalities are simultaneously

satisfied:
X, 0B(@)<b(q), i=1,...1 (1)

Structure of dependencies existing in data may be evaluated more exactly by calculating all syndromes with
dimension less or equal k.

Necessary condition. Let subset gof MM s I-dimensional syndrome. Then inequalities (1) must be

simultaneously satisfied for any X € g . Thus simultaneous satisfying of inequalities (1) may be discussed as

necessary condition forg € M to be syndrome.

As it was mentioned above quality of ¢ € M must be sufficient. So inequality X(g, St) >Tr must be
satisfied also. But demand of sufficient quality is not single.

For some syndrome with dimension greater than 1 high quality is achieved by some subset of relevant variables.
At that another relevant variables are actually irredundant. So additional condition must be used that make it

possible to delete irredundant multidimensional syndromes from final syndromes set. Let Qn---an are
families of M sub-regions satisfying necessary condition. At that dimension of sub-regions from Qz is equal [,

[=1,...,k . Following conditions are sufficient for each sub-region from famiIiesQl,...,Qk to be

syndrome.

Sufficient conditions. Let g,,...,q, is set of syndromes, where g, belongs to family Qz | <k . Besides

q, 29,1 =1,...,k —1.Then inequalities
hX(q,,8)<X(q,,,,S),1=1,....k—1

must be simultaneously satisfied, where h, > 1 is penalty multiplier.

So to find all syndromes with dimension not less than k it is sufficient to enumerate all sub-regions that are
defined by inequalities (1) and to select sub-regions satisfying conditions (2).
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Following procedure may be used of construct all possible syndromes. At initial stage penalty multipliers

hy,...,h,_ are selected.

At first step all one-dimensional syndromes are built by enumerating of all one-dimensional sub-regions satisfying
necessary condition and evaluating inequalityX(q,S't)>7:]. At step k>/>1 all [/ -dimensional
syndromes are built by enumerating of all /-dimensional sub-regions satisfying necessary condition and
evaluating for each ¢, if sufficient condition h1-1X(%—1a’§z) < X(q,,b:t) is true for any pair (g, ,,9,)

where ¢,_, is syndrome with dimension [ that was built at previous step. Search is finished when all k& —

dimensional syndromes are found.

Clustering method

A set of syndromes Qdefines map from Mto binary hypercube B" of dimension N =| Q | Let
Q-= {q,,---,q, } . Binary vector Z(X) =[z,(X),..., 2, (X)] is constructed by vector X € M with the
help of simple rule: z,(X) =1 if X € g, and z,(X) = 0 otherwise, i =1,..., N . Our goal is to find groups
inside St with similar syndromes. Such task may be reduced to search of groups with close z-descriptions. To
achieve this goal hierarchical clustering technique is used.

Let p is semi-metrics that is defined at B" . Wwe may use for example standard Hemming metrics. In this study
we use semi-metrics p(z',2") = {i| z; =1,z =1,i=1,..., N}|. In other words we is defined as fraction

of z-variables that are equal 1 in descriptions Let G' =1{Zy,...,Z,, } and G" ={z],...,Z; } are sets of

z-descriptions of objects from S, . Distance between G" and G is defined as

' "
m m

1 14 n
— D> > p(z,2).

i=l i'=l

PG, =

Initially a threshold Td is chosen, At first step z-description of each object from St is considered cluster. So at
=0 0 0
first step stage we have set of m clusters G = {Gl = {Sl}a' . -,Gm = {Sm}}‘ Mutual distances between

L . PO . . GO GO L
clusters are calculated and minimal distance I, is selected. Then pair of clusters ( i ,-};} satisfying
ty p(G°,Gor=P° P’ <T G UG, G’
equality P( ) ,'g} =TI i, is selected. In case I iy « new cluster U ;7 is added to and

0 0 ~1 1 1
pair of clusters (G,; ,G,g} is removed. Thus we receive new set of clusters G = {G1 5o -,Gm_l}.

At step k-1 we have clusters G* ={G,.. ,Gr_}  The same procedure that was used for set G° is

repeated for set G* . Pair of clusters (Gl.(; , Gl.g} satisfying equality p(Gl.(Z,Glg} = Pgﬁn is selected and new
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k-1 k-1, ~k-1 . k-1 k=1y . .
cluster G, U G, isaddedto G and pair of clusters (G, Gy, } is removed. Thus we receive new
ke k-1
set of clusters including Gl.[; ) Gi;; .

Procedure is finished when a) at some step there are no such two clusters that inequality Pgﬁn <1, is true for

distance between them, b) all objects are put to one clusters. At that case (b) corresponds to absence of cluster

structure at level 7. So itis necessary to select higher level 7", > T, to asses cluster structure.

Each cluster G may be characterized by set of syndromes Q]é; Q" . subset Qg is searched by a

threshold 7' that is selected by user. Let g € Q" and G,={s, €G|x; €q}.Syndrome g belongs

to Qlé onlywhen| G(q) |/ | G [>T,

ov *
Let note  that  set QZ may  be  characterized by set of inequalities

IP(QZ) = {qu(l.)ﬂl.(q) <b(q)|i=1,...,I(q),qg €} . So group[P(Qg) may be considered as
short description of group G .

Experiment with biomedical data

Performance of developed technique in gerontology task was evaluated. Effect of clinical and genetic factors on
life duration was studied in patients from Moscow population with chronic cerebral ischemia. Two groups of
patients were compared by wide set of clinical, biochemical, genetic and instrumental indices: group of 123 long-
livers older than 89 (average age 91.0), group of 235 patients of middle and old age (all younger 90).

At the initial stage OVP method was used to search one-dimensional regularities from model I. Valid regularities

(p<0.02) were found for 41 variables. Found boundaries and threshold Tq =35 were used to calculate

syndromes with dimension 1-3. Thus 56 one-dimensional, 34-two-dimensional and 506 three-dimensional
syndromes were found.

Three compact clusters were outlined with the help of technique described in previous section at Tc, =0.17.

First cluster G includes 227 patients: 216 patients from group | and 11 patients from group Il. Thus it may be
considered that first cluster represents majority of patients with age <90. This cluster is characterized by set

QZ;I that includes 18 syndromes selected accordingZ. , = 0.9 . In other words each of syndromes from
Q3GI exists for not less than 90% of patients from first cluster. Table 1 includes all inequalities from set

IP(Q,) that describe at least 1 syndrome from Q7 .

Table 1.
Glucose >6,4 mmol/L Aspartate transaminase(AST)> 15,5 units
Diastolic pressure> 72,5 mmHg Hemoglobin > 115 g/L

Whole protein > 68,5 g/L Cholesterol > 4,795 mmol /L
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Second cluster G1I includes 27 patients older 89 and no patients younger 90. This cluster is characterized by set

Q3GH that includes 47 syndromes selected according 7., = 1. This cluster is characterized by such indicators

as angina pectoris (Il-lll functional classes), coronary atherosclerosis, and third stage of chronic cerebral
ischemia. It is necessary to note that more than 80% of patients from GII have B1B2 and B2B2 genotypes of
Cholesteryl ester transfer protein (TaqIB polymorphism).

Second cluster does not include patients with systolic arterial pressure below 164,5 diastolic pressure below 90.

Patients from second cluster do not have ischemic stroke. Table 2 includes all inequalities from set IP(QéH)

that describe at least 1 syndrome from Q7 .

Table 2.
systolic pressure. < 164,5 mmHg morbus hypertonicus -no | angina pectoris (lI-ll fc)- yes
diastolic pressure < 90 mmHg Ischemic stroke-no coronary atherosclerosis — yes
B1B2 and B2B2 genotypes of CETP Smoking —no CCI - Il stage- yes

Third cluster GTII includes 7 patients from group Il and systolic arterial pressure higher 164.5. All patients have
H-H- genotype of lipoproteinlipaze - LPL (Hindlll polymorphism).

Table 3 includes all inequalities from set /P(Q,) that describe at least 1 syndrome from Q7.

Table 3.

Systolic pressure. >164,5 mmHg. General cholesterol>5,0 mmol/L angina pectoris (II-lll fc) -yes

Diastolic pressure > 90 mmHg Ischemic stroke-no coronary atherosclerosis — yes
genotype H-H- of LPL Smoking - no CCI - lll stage- yes
Conclusion

Thus new method of intellectual data analysis was developed that is combination of optimal valid partitioning
technique and hierarchical clustering. The method allows discovering in multidimensional feature space sub-
regions corresponding to one of target classes (syndromes).

Binary descriptions of objects indicating to what syndromes initial feature descriptions belong are generated at
the second stage. Hierarchical cluster analysis is used to discover compact groups in binary descriptions space.
So method allows discovering groups of objects that belong to similar syndromes.

Biomedical application was discussed that is aimed to find features related to life duration in patients with chronic
cerebral ischemia. It was shown that almost all patients younger 90 were put to one compact cluster in binary
descriptions space. At that two clusters were revealed include patients gonroxutenei only. These two clusters
differ by genetic parameters and systolic pressure levels. It is possible that influence of arterial pressure on life
duration is also associated with polymorphism of genes that are related to lipid metabolism: gene of
lipoproteinlipaze, Developed method may be used in task of biomedical data analysis.
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MATRIX FEATURE VECTORS AND HU MOMENTS IN GESTURE RECOGNITION
Volodymyr Donchenko, Andrew Golik

Abstract: This paper covers usage of matrix feature vectors and Hu moments in recognition of tactile sign
language. The paper also provides comparative characteristic of both approaches and a variant of formation of
feature vectors in matrix form. It is suggested to use orthogonal and ellipsoidal compliance distances for matrix
feature vectors and numerical intervals for Hu moments.

Keywords: gesture recognition, Hu moments, orthogonal projectors, ellipsoidal distance, SVD — decomposition,
pseudoinverse.

ACM Classification Keywords: |.2 Artificial Intelligence, 1.4 Image Processing and Computer Vision, 1.5 Pattern
Recognition, G.1.3 Numerical Linear Algebra.

Introduction

This article draws parallels between usage of Hu moments and matrix feature vectors in gesture recognition.
Specific case of the mentioned task was chosen for implementation and testing: finger recognition of sign
language. Hu moments are well-known numeric characteristics that can be obtained for image of gesture and
effectively used for gesture recognition. They are so wide-used because Hu moments are invariant under
translation, changes in scale and rotation. However, such power requires corresponding level of responsibility.
We usually consider all the moments at the same time as feature vector that can be used for clustering. This
approach has a lot of leaks which are covered in the paper.

In order to find more stable and effective solution matrix feature vectors are suggested. Usage of matrices as
representatives of the object which is analyzed is “natural” technique. Gestures are presented with images (or
sequence of images) that in early stages of processing of input data are captured from a webcam or other
recording device. A variant of conversion of the images to matrices is suggested in the article.

Two variants of compliance distances are suggested, namely ellipsoidal and orthogonal distances. Ellipsoidal
distance is based on a "minimal ellipse" that "covers" learning sample of class. Orthogonal distance is based on
Cartesian grouping operators and orthogonal projectors.

Clustering with usage of compliance distances that are based on pseudoinverse and SVD-decomposition can be
successfully applied to numeric vectors. However, as mentioned above learning sample consists of matrices. One
of the main purposes of the research was to transfer properties of pseudoinverse and SVD-decomposition to the
space of matrix feature vectors.

Results of recognition program that was implemented using C# and EmguCV environments justify an introduction
of mentioned approaches, especially, compliance distances that are based on orthogonal projectors.

Overview of Hu moments

Image moment is a certain particular weighted average of the image pixels' intensities, or a function of such
moments, usually chosen to have some attractive property or interpretation. Simple properties of the image which
are found via image moments include area, its centroid, and information about its orientation.
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For a 2D continuous function f (x, ) the moment of order (p + q) is defined as

M, = T T x?y9f(x,y)Xxdy

for p,g =0,1,2,... Adapting this to greyscale image with pixel intensities /(x,y), raw image moments M, are
calculated by
M; = Z Zx’y’l(x, y)

In some cases, this may be calculated by considering the image as a probability density function, i.e., by dividing

the above by
D> DY)
X oy

A uniqueness theorem (Hu [1962]) states that if f (x, y) is piecewise continuous and has nonzero values only in
a finite part of the x,y plane, moments of all orders exist, and the moment sequence (M, ) is uniquely

determined by f(x,y ). Conversely, (M,,) uniquely determines f(x,y). In practice, the image is summarized
with functions of a few lower order moments.
Simple image properties derived via moments include:
o Area (for binary images) or sum of grey level: M,
e Centroid: {x,y} ={M,,/M,,,M,,/ M}
Central moments are defined as

0 0

My, = [ [ (x=xy(y=y)f(x,y)xdy

—00  —0

- M - M .
where x =—%and y =—2 are the components of the centroid.
00 00

Iff (x, y) is a digital image, then the previous equation becomes

My =2 > (x=xPly-y)f(xy)

/qu :Z:, z::(f;}[ZJ(_;)(p—m)(_;)(q—n)an

Central moments are translational invariant.
Information about image orientation can be derived by first using the second order central moments to construct a
covariance matrix.

—2 —2
Moy = tog | gy =My I Moy =Xty = oy | piog =My [ Moy =y, iy = iy |ty = M, 1 My, = xy
The covariance matrix of the image /(x, y ) is now

cov[I(x,y)] = {zzo;‘n} .

The eigenvectors of this matrix correspond to the major and minor axes of the image intensity, so the orientation
can thus be extracted from the angle of the eigenvector associated with the largest eigenvalue. It can be shown
that this angle © is given by the following formula:

0= larctan [i]
2 oy — Hoy
The above formula holds as long as:
i, #0
The eigenvalues of the covariance matrix can easily be shown to be
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2
1= Moo + Hy \/4/11% + (o — o)
’ B 2
and are proportional to the squared length of the eigenvector axes. The relative difference in magnitude of the
eigenvalues is thus an indication of the eccentricity of the image, or how elongated it is. The eccentricity is

e

A

Moments n; where i+ j =2 can be constructed to be invariant to both translation and changes in scale by

dividing the corresponding central moment by the properly scaled (00)th moment, using the following formula.
My

i - 1+ﬂ
Moo *
It is possible to calculate moments which are invariant under translation, changes in scale, and also rotation. Most
frequently used are the Hu set of invariant moments:[6]
Il =1 + 1,
lz = (7720 /0 )2 + 477121
/3 = (7730 + 37712 )2 + (37721 — o3 )2
l, =y + 171, )2 + (17, + 743 )2
Is = (13 =310, )20 — 11 )[(7730 +17,)" = 3(10, + 1053 )2] + (31731 = 1103 )11, + 1005 )[3(7730 +17,)" = (1, + g )2]
lg = (172 — 7y )[(7730 + 7, )2 (175 + 7143 )2] + 417, (150 +172)(7yy + 7043)

l; = Bny =16 )50 + 1 )[(7730 +17,)" =307, + 13 )2] = (1730 = 3,5 )17, + 7105 )[3(7730 +17,)" = (115, + 15 )ZJ

The first one, 11, is analogous to the moment of inertia around the image's centroid, where the pixels' intensities
are analogous to physical density. The last one, 17, is skew invariant, which enables it to distinguish mirror
images of otherwise identical images.

A general theory on deriving complete and independent sets of rotation invariant moments was proposed by J.
Flusser[7] and T. Suk.[8] They showed that the traditional Hu's invariant set is not independent nor complete. 13 is
not very useful as it is dependent on the others. In the original Hu's set there is a missing third order independent
moment invariant:

Is =1, |:(7730 + 17, )2 - (7703 + 17, )2:| - (7720 ~ )(7730 + 1, )(7703 + 7721)

Matrix feature vectors

First stage of gesture recognition problem consists of capturing images from a webcam or other recording device,
followed by finding and highlighting on the resulting image hand and its contour. This contour gives fairly
complete information that can be used for gesture identification.

There are several ways to analyze a contour of hand, for example, as series of interrelated points. In addition,
there are a number of numerical characteristics that can be calculated for the contour; moments, Freeman chains
etc. We are going to talk about representation of gesture contour in matrix form. Transition to matrix form begins
with finding the smallest rectangle covering a contour of hand on an image.

Having its coordinates, we can cut it from an image and convert into binary matrix. However, standardization
problem of dimension of such matrices is urgent because it depends on many factors: size of hand of a person, a
distance from hand to recording device, etc. Possible solution of this problem is a construction of “characteristic”
matrix: capturing images of contour of hand and its subsequent compression or stretching to standard size with
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conversion into matrix form according to certain rules. However, if we consider gesture recognition problem
specific variant of scaling is required. An example that clearly demonstrates a need for changes in the above
mentioned algorithm of standardization is shown in Figure 3.

Figure 2. The smallest rectangle covering a contour of hand

Figure 3. Different variants of standardization of an image.

There are 3 parts of Figure 3: the first - minimal rectangle covering a gesture, the other two - variants of its
standardization. Suppose that square of certain size was chosen as a standard. In this case, after stretching an
image we will get results that are presented in the second part of Figure 3. It is not difficult to see that in this case
an image of a gesture largely lost its informative value, because the ratio of width and height, which is important
in this problem, was changed. More correct approach is illustrated in the third part of Figure 3. In this case
additional empty areas were placed on the left and right from the image. The size of these areas is identical and
found in such way that a resulting image conforms to the standards.

It is suggested to do a transition from an image to the matrix on the next stage. We remind that RGB is a format
of presentation of color, as a combination of red, green and blue colors. Having results of experiments we set the
legitimate values of RGB, which allow to make decision: whether a pixel should be examined as meaningful or
not. The transformation of an image consists of replacement of pixels which satisfy the set of legitimate values of
RGB by 1 and all other by 0. Finally we get a matrix that consists of 0 and 1. The matrix can be called a
“characteristic” matrix. Its image can be reproduced in a black-an-white form which is natural for binary matrices.
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The standardized «characteristic» matrices for the images of gestures can be used for recognition of signs of
tactile language. A binary characteristic matrix is obtained as the result converting process.

Ellipsoidal and orthogonal compliance distances

After forming feature vectors on the stage of clustering there is a necessity for comparison of the vectors,
establishment of the so-called compliance distance between them. Possibility of usage of ellipsoidal and
orthogonal distances is considered in the article.

The main feature of the mentioned distances is that while training the system, they work not with one etalon, but
with a set of etalons (for the different environmental conditions).

Ellipsoidal distance is built by facilities of pseudoinverse for different variants of linear operators. Such distance
leans against conception of «minimum ellipses of grouping». Actually, we talk about ellipses that «cover» each of
training sets by a «minimum» and «optimum» rank. Ellipsoidal distance is built for matrices as matrices of linear
operators between matrix Euclidian spaces by facilities of pseudoinverse for the mentioned spaces. They are
implemented, as well as in the case of vector Euclidian spaces, through the so-called «groupings operators» of
theory of pseudoinverse. Such operators are determined after the matrix of operator A that is operator between
vector Euclidian spaces, and is defined by expressions:
R(A) = A+A+T’R(AT): (AT)+(A)T+T —ATA

The principle role of grouping operators is that they allow us to build the «minimum ellipses of grouping»:
ellipsoids which contain all vectors of set a,,k =1,n and are optimum in certain sense. Optimum lies in
following: all axis of the ellipse are formed by the orthonormal set of vectors, sum of squares of projections on
which is maximal, and the squares of lengths of proper axis coincide with the proper sums of squares of
projections. More precisely next four theorems have place [4].

Theorem 1 For an arbitrary set of vectors a,e R"™, k —1,n , solution of optimization problem of search of
maximum sum of squares of projections on subspace that is formed by the normalized vector ue R™ :||u||=1

is a vector u, from singularity (u,, 4’) of singular decomposition of matrix A =(a,:...ia ) :

u,=arg min Z||Pr a, I

ueR™lull=1%

min Z||Pr a, | =A

ueR™:||ul|=1
Theorem 2 For arbitrary set of vectors a, e R, k —1,n , solution of optimization problem of search of
maximum sum of squares of projections on subspace that is formed by normalized vector u e R :||u||=1 is a
vector u, from singularity (u,,4’) of singular decomposition of matrix A=(a,:...;a,) :

u, =arg min Z||Pru a, |I

ueR™:||ull=1,uLL(Uy,....u; ) Py

ZIIF>r a Il =,

) k=

k:l,r—l,

ueR™:||ul|l= luLL

where (u,,4.),k =1,r as well as in the previous theorem of singularity of singular decomposition of matrix
which is formed from the elements of the researched set of vectors.
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Theorem 3 For arbitrary set of vectors a, e R",k =1,n

a,R(ANa, <r’ <r

r2 =maxa] R(A")a,,
k=1,n
Where, as well as in two previous theorems, A is a matrix that is formed from the vectors of a set as its columns.

Ellipsoid of theorem 3 groups the vectors of set according to the central location of the ellipse of grouping: based
on an ellipse which has center at origin. In practical applications center of ellipse is mean value a of elements
from the set:

- 1
a=;2ak

In this case a grouping operator is built based on a matrix A which is formed from centered average vectors
from the seta, : a, = a, —a,k =1,n. Consequently following theorem has place.

Theorem 4 For arbitrary set of vectors a, € R", k = ﬁ we have following inequalities

(a, —a) R(AT)(a, —a)<F> <rk=1n

r2  =maxa, R(AT)a,
k=Ln

m

As a set of vectors the training sets of classes are used K1,/ =1,L. As compliance distances (namely their

squares): functional p*(x,Kl,),x e R™,I = LL according to minimum value of which sorting is performed, - it is
possible to use the minimum ellipses of grouping. It means that compliance distances are determined as
following:
- o
pz(x,KI,)z(x—é,)Tm(x—é,),XGR’", I=1L

~2
Imax

Such ellipsoidal distance is used for characteristic matrices.

Together with ellipsoidal compliance distance orthogonal distance is offered in the article. It gives ability to carry
properties of pseudoinverse and SVD- decomposition in case of matrix feature vectors.

R(™MX is Euclidian space mx n of matrix corteges of length K o = (A, :...: A, ) € R"™ ™ with «natural»

component-wise scalar multiplication:

((X’ﬂ):i(Ak’Bk)tr =itf’A[Bk

y
oY= iykAk,a =(A L A)eRMMK Y = 1 e R

! Vi
Theorem 5 [5] Conjugate ¢, of the operator ¢, : R® — R™" is a linear operator, which obviously, operates

in reverse to g direction: o’ : R™" — R" and is determined by expression:

trA’ X

X = -
trAg X
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Proof
Indeed,
trA’ X
K K K -
(t@ay’X)tf :[ZykAk’Xj B Zyk (Ak’X)tr - Zyk (trAk X) =Y
v = trAT X

This proves the theorem.
Theorem 6 [5] Multiplication of two operators is a linear operator @’ ¢ : R — R" which is given by a matrix
(we will identify it with the operator), which is determined by expression:

trAl A,....trAT A,

P = (1)

trATA,...,trAT A
Notice that matrix that is defined by expression (1) is the matrix of Gramm of elements A,..., A, of matrix
cortege o = (A, :...: A, ), that specifies operator ¢, .

Proof
Indeed,

AT Ay | (S ATAy | [Sraray
'Z Vi Z AV Z YL (ATA, tATA
£.9.Y =0,(0,Y)= = = - o |=(tr(ATA))y
i " n AT A .. trAT
AT Ay, | | ATAy | | S AT Ay, | N 1A A,
i=1 i=1

i=1

<

<

n

This proves the theorem.
A singular decomposition for a matrix (1) is obvious: it is symmetric and non-negatively defined matrix. It is
determined by the set of singularies (v,,A’),i,j=1r: by the orthonormal set of vectors

[lv; ||=1yv, ij,i;zr:j;i,jzl,_r;ﬂ1 >4, >..>4, >0 which are own for an operator ' :R" — R":

@.p.v, =22, i=1r. Defined by singularities (v,,A%),i = 1,r matrices U, e R™" :U, =/%go v,i=1r

a’” i’
i

are the elements of set of singulariies (U,,4),i =1,r of the operator ¢ . Singular decomposition of
cortege operator: singularities of two operators: @’ ©_, ¢ . , determine the singular decomposition of operator
P4

Theorem 7 [5] (singular decomposition of cortege operator)

K
£, = Z ﬂ’kUkVI:'
k=1

Variant of singular decomposition: taking into consideration the expression U, e R™" : U, = %ga v.i=1rn

and its investigation, we have
K

K
Pq = Z/lkukvl = Z(pavk)vl
k=1 k=1
Remark of general character: the general variant of the theorem about singular decomposition is needed. This
statement should touch general Euclidian spaces. It needs to be formulated for linear operators on general
Euclidian spaces.
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Theorem 8 [5] For an arbitrary linear operator ¢ : E, — E, on the pair of Euclidian spaces (E,,(,),),i =1,2
there is a set of singularities (v,,4),(u., 4’ )i = Lr,r= rankg, of operators ., @ accordingly with
the general set of own numbers A7,/ = Lr that

PeX =D WAV, X), @rY = D VAU, Y),

i =
In addition following expressions have place:

u=A'pv,i=Lr

v, = A poru,i=1r
Basic operators of PDO theory are for cortege operators: a pseudoinverse by svd-decomposition.
According to svd-determination, PDO of cortege operator is set by following expression [5]:

K K
‘@:‘ = Zﬂ'_lvk (Uk’.)tr = Zl_zvk (Soavk’.)tr
k=1 k=1

The orthogonal projectors of base subspaces of operator and, accordingly, - grouping operators are determined
after svd-presentation of cortege operator in standard way.

Theorem 9 Operators marked as P(g, ), P(s,) and determined by expressions:

P(g,)= iuk (Uk")tr

P(t@a): Yy (Vk")=ZVkV;

k=

=
N

are orthogonal projectors PL@ B, on subspaces Lg L@* of possible values of operators _,

*
Pa

accordingly:
P(p,)=P, .P(p,)=P,

These subspaces are the linear shells of the corresponding orthonormal sets:
L, =L(U,....U,), Lp* =L(v,,...,v,)

0,
Proof

Proof is the same as in the case of linear operators between Euclidian spaces of numerical vectors: symmetry
and idempotence is simply checked up for both operators. Similarly obvious are assertions that
U, el vkeLgf , and consequently from reasoning of dimension

Pa’
LK

%)

= L,...,.U,), Lgf =L(v,,...,v,). In addition, as follows from determination PLW ,PL* the last spaces

are spaces of possible values for them accordingly. Finally, note, that subspace on which an orthogonal projector
carries out the orthogonal projection can be described, in particular, as a space of possible values for it.

Theorem 10 Operators Z(! ),Z(g, ) which are complements to the identical operator of orthogonal projectors
P(g. ),P(g¢,) accordingly:
Z(p,)X =X -P(p, )X, Z(p,)=E«-P(p,),
are orthogonal projectors on the kernels of operators accordingly.
Proof

Firstly, proof follows from the fact that for ’, ¢ each of operators Z(g) ),Z(¢,) is symmetric and
idempotent. In additon they are orthogonal projectors on the orthogonal adding to subspaces
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L, = Ly,...,u,), L@Z =L(v,,...,v,) accordingly. Namely, these orthogonal complements are the kernels of

operators ., accordingly.
Theorem 11 Square of distance p*(X ,Lm) from arbitrary mx n matrix X to linear subspace L, thatisthe
set of possible values of cortege operator ¢, is given by formula:

r

P (XL, )=(X.Z(0,)X), =l X I -2 (X.U,);

k=1

Proof
Indeed,

p (XL, )=l X%ﬁ [? in decompositon X = XLW +XH¢ by decompositon R™" =L, + LSQ,; .
Obviously, X, =Z(p,)X so:

0a

PAOGL, ) A X, = Z(0,)X 1= (200X, Z(02)X, ) = (X.Z(0,)Z(0.)X, ), =(X.Z(9.)X, )

tr tr

As an orthonormal set U,,/ =1,r is an orthonormal base in L, =L(U,,..,U,) and (X,U,),.i =1r is the
co-ordinates of decomposition X L, Dy this orthonormal base, then|| X, I = Z(X U
“ " i

It remains to notice that according to the theorem of Pythagoras in an abstract variant
I X 1P=ll X, P+l X, II*,and consequently:

X AP=IEXAP =X, IP=l XA =D (XU,
va “ k=1

The theorem is well-proven.
Theorem 12 A square of distance p*(X,L) of arbitrary m x n matrix X to linear subspace L =L(A,,...,A,)
, which is the linear hull of set m x n matrices A,,..., A, is determined by formula:

r

pIXL)=p (X,L, )= (X, Z(@,)X), =l X II' =2 (X.U,);

k=1
for a cortege operator @, formed by aset A,...,A.: 9, =(A,...,A) .

Proof
Proof follows from the fact that subspaces L = L(A,,...,A,) and L, coincide between itself.

Theorem 13 A square of distance p*(X,I'(a,L)) of arbitrary m x n matrix X to the hyper planeT'(a,L):
K ~ ~ ~ —
a =iZAk,L =L(A,....A),A =A -a,k=LK,
k=1

formed by set of m x n matrices A, ..., A, is given by the formula:

PH(X.T(@,L)= (X -8Z(, (X -a)), =l X &l -3 (X-&,0,);
k=1
where cortege operator . is determined by expression ¢, = (/Z\l,...,,Z\K), and Ui,i =1,r orthonormal set of
eigenmatrices of operator (. .

Proof
Proof is obvious because of p*(X,I'(a,L))= p*(X —a,L) and previous theorem.
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Parallels between matrix feature vectors and Hu moments

Hu moments are invariant under translation, changes in scale and rotation. Mentioned properties can be
effectively used in gesture recognition because it is quite convenient to be able to check if two objects are similar
to within rotation or scale etc. The problem is that each gesture has quite strict rules that allow person to show
corresponding gesture correctly. In other words it can be acceptable to consider rotation while checking object
similarity but only in some interval. However, Hu moments do not allow us to do that and finally they consider
objects similar too often so results become not satisfactory. It does not mean that Hu moments are not effective,
but it is difficult to use all their advantages for gesture recognition especially on huge set of gestures.

Matrix feature vectors with ellipsoidal or orthogonal compliance distance is used with learning samples. Learning
sample is obtained for each gesture and consists of a set of matrices. The matrices correspond to different
images of gestures under different environmental conditions. Dictionary of gestures is used in the process of
clustering. After converting initial image into the characteristic matrix, this matrix, using one of the compliance
distances considered in the article, is checked for closeness to every element from the dictionary. Element that
appears to be “the nearest” in the terms of the compliance distance is accepted as a result.

The main goal of both Hu moments and matrix feature vectors is to recognize gestures in different environment:
angle of demonstration, distance from hand to recording device etc. However, matrix feature vectors are more
stable because they consider not all possible rotations of gestures while comparing them, but only those which
are placed in learning set and correspond only to correct demonstrations of gesture. Matrix feature vectors do not
have such redundancy as Hu moments have.

Testing and results

Testing of gesture recognition was conducted on the set of dactyls. Specially developed program module formed
a training set (base of standards) for every element from the dictionary, using characteristic matrices. Depending
on system configuration, ellipsoidal or orthogonal distance was used.

For implementation of programmatic part of task C# was chosen. There is a shell of library “Open CV” for this
environment, called Emgu CV. It includes a rich toolkit which allows working with the data flow that is obtained
from recording device in real-time. In addition, it contains a number of functions and classes which can be
effectively applied to recognition.

Figure 4. Examples of gesture recognition

Hu moments show the best performance with usage of numerical intervals. Each Hu moment for each gesture
was considered separately. After practical part (testing and configuration) appropriate numerical intervals for each
Hu moment was found. All in all, we found a set of intervals for each gesture. Size of this set corresponds to
amount of Hu moments.
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While recognition for initial characteristic matrix we find values of Hu moments and for each gesture check if the
values meet corresponding numerical intervals. If all the values get to the intervals then corresponding gesture is
marked as “possible solution”. This approach does not guarantee that every time there will be only one “possible
solution”, but it is stable enough to be used on practice.

Matrix feature vectors can be used separately or together with Hu moments. Results of testing show that the best
variant is to use them on a set of mentioned above “possible solutions” which are found using Hu moments. In
this case quality of recognition is really high. The only problem that cannot be solved using suggested
approaches appears when gestures look really similar and we need information not only about contour of hand,
but about position of each finger.

Figure 5. lllustration of problem with same contour but different finger positions

Figure 5 illustrates the problem. It cannot be solved at this stage, because current solution does not check if
fingers are before or behind a palm. Algorithms of a skeletization could be a good choice for this case.

Conclusion

Prospective direction is usage of multilevel clustering, where different technics and algorithms are applied stage-
by-stage. Suggested matrix feature vectors and the compliance distances can make a basis of one of such
stages. It is a good option to use matrix feature vectors after checking numerical intervals for Hu moments.
Although the proposed compliance distances require a subsequent study and optimization, but even on current
stage for gesture recognition of tactile language, mathematical results that are illustrated in the applications
shows the capacity.

All'in all in this article were considered problems of classification tactile language. Note, that matrices are natural
representatives of objects in the mentioned task. Development of mathematical apparatus of pseudoinverse for
analysis of such objects on the basis of theory of pseudoinverse for matrix Euclidian spaces was proposed.
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ABOUT AN APPROACH TO MODEL DEVELOPMENT OF MAN-COMPUTER
INTERACTION

Arseniy Bakanov, Nina Bakanova, Tasho Tashev

Abstract: In this paper are presented the results of investigations concerning development of methodic for
extraction of expert knowledge in the process of man-computer interaction with intellectual information system.
During the investigations a model is developed describing the interaction process with the intellectual information
system, the process of criteria formation for evaluation of the alternatives also the process of decision making.
One of the problems concerning the model developed herein is extraction of original heuristics applied by the
experts in the process of decision making.

Keywords: decision making, knowledge retrieval, man-computer interaction, modeling.
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Introduction

Information and telecommunication technologies change before our own eyes human environment which is now
impossible without ubiquitous electronics devices. Intellectual information media is a natural development of the
electronic, intelligence and communication technologies.

We will consider that the presence of an intellectual agent in a media makes this media intellectual. Under the
term intellectual agent we will understand any program (program-apparatus module) executing monitoring of the
surrounding media which is capable of learning and is acting in this media and their behavior is rational because
their actions aim a specific goal.

The problem of interaction between the man and the intellectual information media in particular the system of
decision making support is one of most significant in the contemporary world. This problem has many aspects the
most important of which is connected with the investigation of processes of intelligence interaction between the
man and the system. During the examination of these processes the man is considered as a subject and the
system for decision making as a tool.

The significance of the investigation of man — intellectual system interaction model is a result of the importance of
the part that intellectual systems play in the everyday life and the impact that they have on the life regardless their
direct or indirect involvement. The increased number of social nets, intelligence and communication systems and
the increased number of their users also shows the importance of this type of investigation.

To problems of interaction between man and intellectual information system (for example decision making
support or expert system) are dedicated many papers, between them those of Anderson, Bobrow, Charniak,
Luger, Kahneman, Minsky, Tversky, Zadeh, also Velichkovskii, Larichev, Petrovskii, Podinovskii and other
famous scientists. In the process of interaction with the intellectual intelligence system (IIS) the man has to
consider of great amount of factors and to solve problems connected with multi-criteria choice. For a human
system multi-criteria problems are a very complicated type of problems (Metposckuit A.b., 2004). The presence
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of many criteria leads to overload of the human system, making man to use different often original heuristics in
order to solve a specific problem (llapuues O. U., 1987).

Original heuristics extraction used by man in the process of interaction with the intellectual — the goal of the
herein developed model.

In this paper are presented investigation results leading to development of a methodic of extraction of expert
knowledge in the process of man-computer interaction with the information system. During the investigations a
model is developed describing the interaction process with the intellectual intelligence system, the process of
criteria formation for evaluation of the alternatives also the process of decision making. One of the problems
concerning the model developed herein is extraction of original heuristics applied by the experts in the process of
decision making.

Human-computer interaction modeling

We will briefly describe information interaction in the terms of the present model.

Using the devices of information reflection (in our case monitor) information is sent to a man. The man receives
information, actually an image of it that is not every time adequate to the emitted information. Under term
information model we will consider a set of qualitative and quantitative characteristics of information sent to man
by devices for information reflection. As a result of sensing information inside the man is created subjective
conceptual model. The conceptual model is a dynamical synthesis of information sensed and the information
already available till the given moment. The conceptual model is usually representation not of the individual object
but of the whole situation itself.

In the frames of the discussed model the interaction between the man and the intellectual information media is a
process of reaching specific goal which consists of a sequence of actions that have to be executed in order to full
field the task. The term action means a functional element of human activity with a well defined goal.

In the suggested model interaction between man and intellectual media is described using information theory as
well as game theory. From the game theory point of view the process of interaction of the man with intellectual
information media is presented as a closed system capable of transition from one state to another and every
transition lead to decreasing of the uncertainty (Bentuens E.C., 2005 ), i.e. entropy of the system. From the game
theory point of view man-computer interaction can be considered as a game which starts from some (initial) state
and consists of a sequence of steps at which each of gamers makes a choice between several possibilities. The
game ends which some result (profit). By representing man-computer interaction as a game we are given the
possibility to describe and design man-computer interaction using the mathematical apparatus of the game
theory. This way, using the mathematical apparatus of the information theory and as well as the game theory we
are able present the model of man-computer interaction with the intellectual information media. Let introduce a
function that describes the interaction of the observer with the intellectual information media F(dI,T,S) where | —
information matrix (information presented, information received, information retrieved), determined in particular
using the mathematical apparatus of the information theory, d — some coefficient characterizing the subjective
confidence to the presented information, T — time matrix determined according to the memory model suggested
by Alan Baddeley (Baddeley, 2009), S — set of strategies considering cognitive and style particularities of decision
making of the individual him/herself, determined by using the mathematical apparatus of the game theory and
mathematical psychology..
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This function makes possible to take into account the interconnections between the mathematical apparatus of
the information theory, the memory model by Baddeley and also set of strategies considering cognitive and style
particularities of decision making of the individual him/herself.

Experiment description

In accordance with the goal of this paper an experimental investigation is executed of the interaction between the
man and the intellectual information media on the example of the interaction between a man and a decision
making support system. During the experiment is modeled the work of people making decisions (the decision
maker). The work of the decision maker is to be acquainted with the document — by reading the text on the
monitor a to make a decision where it belongs i.e. where to send the document — department or other part of the
organization where the document has to be sent for further retrieval.

It is necessary to say that in the organizations every day is received a mass of documentation and a mistake of
the decision maker will not only lead to a mistake during the document retrieval and execution but to the
document bad execution and even not execution if it enters the wrong department. For the work with documents
(even entering) in big organization are used electronic document flow systems (BakaHoea H. b., 2007). In this
system can be added a program module that plays the role of the making decision support system. This module
provides the initial retrieval of the document text colors the basic words and visualizes the structure of the
document. In the frames of the experiment the aim is to investigate the process of decision making as a part of
the problem of document sorting by experts i.e. people with experience as a decision maker as well as novices
i.e. people with no experience as a decision maker. During the investigation some of the decisions are reaches
with and some without making decision support system. Two groups of peoples take part in the investigations:

1) Experts i.e. people with experience as a decision maker;
2) Novices i.e. people with no experience as a decision maker — students from the high schools in Moscow.

The investigations are executed using equipment capable of following the trajectory of the eyes of the user in the
process of reading of information as well as in the process of making the decision (www.smivision.com).
Alongside with this experiment are executed investigation of the cognitive style — impulsive/reflective (XonogHas,
2002), also the style of self regulative behavior by methodic of Morosanova (MopocaHoBa, MHguHa, 2011). To the
examined persons is presented some document that consists of text and after the reading it a decision has to be
made concerning a choice between several alternatives (a decision concerning the document sorting). To the
tested are presented documents that are preliminary retrieved by the decision making support systems as well as
documents without retrieval. If the document is retrieved the text structure is determined and a content analysis is
provided using a specially designed thesaurus (Figure 1).

As a result of the retrieval the text structure is visualized and the basic words are colored (BakaHos A.C., 2009).
The succession of the texts (with or without retrieval) on the monitor is changed in order to avoid the possibility
that the tested person is accustomed to a given type of text and this person makes a decision. The investigator
observes and fixes (also in *.mpeg format) the trajectory of the examined person eyes in process of text reading
as well as in the process of decision making. On the stage of decision making to the tested are presented (also
on the monitor) questions of two types. The first type questions are questions presented in the following order:

1) Choose alternatives (from a list) to which a given document/text belongs;

2) Choose alternatives (from the chosen before) to which the chosen document mostly belongs;
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3) Choose only one alternative (from the chosen before).

This way in the process of answering to the questions of type one in order showed above the structure of the
mental representations of the user, formed during the reading of the given document, is revealed (Figure 2).

CTpOMTENBCTBO TPAHCTIOPTHOM PA3BI3KH PETyCMATPHBALT:

. pasTpysKy CYMIECTBYIOIIEro YyuacTka enepamsnol astomMoOmmnnod goporm M-5 «Ypam», npoxomsamero 1mo
HACCIICHHBIM IIYHETaM OT TPAHCHOPTA, HECBA3ZAHHOTO C MX 00CIy;KHBAHHEM;

. MOBBINIEHHE YPORHA De301aCHOCTH JIBHKEHNS;

. YIy9IlleHHe YKOI0THIeCKoH 00CTaHOBKH;

. obecrnigueHHEe BBHICOKONH CKOPOCTH JIRHKEHHS TPAHZHTHEIX TPAHCIIOPTHRIX NOTOKOB;

. BBEICOKIA Y PUBEHD I Py UHSeiiiiiCRUN [IEPEBO30K.

IIpoekr ycunenus HHQPACTPYKTYphl MEICINOAOPMKHBEIX THHHI Ha MapmpyTe oT Exarepunbypra no YemsGuncka
npeaycMaTpHBaeTcs BBojd B okcmayarammio 1o 2011 roma 30,3 km Bropeix myTell Oe3 pPEKOHCTPYKIIMH H CTPOHTENLCTBA
HCKYCCTBEHHBIX COOPYKEHHH — MOCTOB M TOHHeIeH.

Veunenne KenesHoaopoxkHoi auHMH oT Exarepunbypra go YensOHHCKA IO3BOIMT YBEAMYHTE INIPOIMYCKHYK) CIIOCODHOCTE
manue ¢ 54 map noesgos B 2008 rogy mo 70 map B 2011 romy; mepesestu B 2009 - 2013 rogax no skenesnoii Iopore Ipy3bl 1A
CTPOHTENBCTRBA B 0OBeMe 44,1 MIH. TOHH.

Figure 1. A fragment of the text with the determined basic words and the gaze tracking of the expert in the
process of the text reading

alternatives a, b, c, d, e

first
sorting stage

sorting stage

third
sorting stage

b
© ©

second l l
© ©
1

Figure 2. Sorting scheme. The process of choosing one alternative

There are a lot of definitions of the term mental representation (BpywnuHckuit A.B., Cepruenko E.A., 1998) so we
will use the following definition: mental representation - subjective image of the objective reality, reflection of the
inner and outer world in the consciousness of the person or applicable to our investigation the subjective image of
the document/text in the consciousness of the tested person.



396 International Journal "Information Technologies & Knowledge" Vol.7, Number 4, 2013

While answering to the questions of the type two (also presented on the monitor) the examined has to evaluate
using numbers the rate to which a given document/text is close to the chosen alternative. The trajectory of the
eyes of tested during the experiment is fixed by the observer.

Except from the eyes trajectory, the observer checks the time for needed for the text reading, the diameter of the
people, the speed of the eyes movement, the for the decision making after the reading of a text with or without
colored basic words.

Experiment results

The expert are considerably better at sorting documents when their structure is preliminary determined (15313
ms with and 21328 ms without preliminary retrieval respectively); in the same time for the novices the preliminary
retrieval is not very helpful (24322 ms 1 25757 ms respectively).

The solution of the problems type two - quantitative evaluation i.e. estimate in number the rate at which the
document/text is close to the chosen alternative is slightly slower for the experts in comparison with the
preliminary retrieval but the number of the correct answer is bigger in comparison with the cases without retrieval
(12528 ms 1 11226 ms respectively).

The most important in the process of text reading by the tested are criteria on which is based the decision of the
tested in the process of interaction with the intellectual information media.

During the investigation the following correlations are determined:

e Answering time for the question about quantitative estimation of the alternatives with experience —
positive correlation;

¢ Confidence coefficient for decision making with experience — negative correlation;

e Confidence coefficient for decision making with style field dependent/field independent- negative
correlation;

¢ Basic words coefficient with style field dependent/field independent- positive correlation;
o Confidence coefficient for decision making with style synthetic/analytic — negative correlation.
At the present moment the investigations continue.

Conclusions

In the frames of the executed investigation is developed a model describing the process of interaction with the
intellectual information system, process of the criteria formation for alternative evaluation and process of decision
making.

The applied in the investigation device for following of the trajectory of the user’s gaze gives a possibility to reveal
original heuristics used by experts for task solving in the process of interaction with the intellectual system.

Availability gaze tracking system allows their usage in the system for control decision support, increasing their
efficiency.

Introduction of such a device in the information system allows receiving quickly and in real time feedback from the
user which allows adjusting the system to the user, to extract knowledge in the process of work etc.
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