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Abstract: At present time neural networks based on Group Method of Data Handling (GMDH-NN), nodes of 
which are two-input N-Adalines, is well-known. Each of N-Adalines contains the set of adjustable synaptic weights 
that are estimated using standard least squares method and provides quadratic approximation of restoring 
nonlinear mapping. On the other hand, for needed approximation quality ensuring this NN can require 
considerable number of hidden layers. Approximating properties of GMDH-NN can be improved by uniting the 
approaches based on Group Method of Data Handling and Radial-Basis-Functions Networks that have only one 
hidden layer, formed by, so-called, R-neurons. Such networks learning reduces, as a rule, to the tuning of 
synaptic weights of output layer that are formed by adaptive linear associators. In contrast to neurons of 
multilayer structures with polynomial or sigmoidal activation functions R-neurons have bell-shaped activation 
functions. In this paper as activation functions multidimensional Epanechnikov’s kernels are used. The advantage 
of activation function is that its derivatives are linear according all the parameters that allows to adjust sufficiently 
simply not only synaptic weights but also centers with receptive fields. Proposed network combines Group 
Method of Data Handling, Radial-Basis-Functions Networks and cascade networks and isn’t inclined to the “curse 
of dimensionality”, is able to real time mode information processing by adapting its parameters and structure to 
problem conditions. The multidimensional Epanechnikov’s kernels were used as activation functions, that allowed 
to introduce numerically simple learning algorithms, which are characterized by high speed. 

Keywords: evolving neural network, cascade networks, radial-basis neural network, Group Method of Data 
Handling, multidimensional Epanechnikov’s kernels. 
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Introduction 

At present artificial neural networks have gotten a wide spread for extensive class of pattern recognition, 
identification, emulation, intelligent control, time series prediction etc. problems due to universal approximating 
properties and abilities to learn. As far as when a number of practical tasks solving the volume of learning sample 
is limited, then to the foreground learning rate factor comes. At the same time not all the neural networks are able 
to overcome arising problems and, first of all, so-called “overfitting”. As one of the most high-performance 
networks that are learned based on optimization procedures of second order with high convergence rate is Radial 
Basis Functions Neural Network (RBFN). Output signal of this network linearly depends on adjusting synaptic 
weights. At the same time these networks are inclined to so-called “curse of dimensionality”, when the number of 
radial-basis neurons of hidden layer (R-neurons) exponentially grows while input signals state grows. 

It is possible to overcome this problem by dividing the initial task in one or another way to a number of subtasks 
of low dimensionality and grouping obtained solutions to get required result. From computational point of view the 
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most convenient in this case is Group Method of Data Handling (GMDH) [Ivakhnenko, 1969; Ivakhnenko, 1975; 
Ivakhnenko, Stepashko, 1975; Ivakhnenko, Madala, 1994] that demonstrated its efficiency when solving a great 
number of practical tasks. 

In [Pham, Liu, 1995] multi-layered GMDH-neural network was considered. It has two-inputs N-adalines as a 
nodes and output of each node is quadratic function of input signals. At the same time the synaptic weights of 
each neuron are defined in patch mode using standard least squares method. It can be needed some more 
quantity of hidden layers to provide necessary approximation quality. That is why on-line learning becomes 
impossible.   

Hybrid architecture of artificial neural network based on ideas of GMDH and consequent forming of cascade 
neural networks [Avedyan, Barkan, Levin, 1999]. Nodes of this network are compartmental R-neurons with 
activation functions like multidimensional Epanechnikov’s kernels [Epanechnikov, 1969; Friedman, Hastie, 
Tibshirani, 2003; Bodyanskiy, Chaplanov, Kolodyazhniy, Otto, 2002], that have large degree of freedom, and thus 
improved approximating properties in comparison with conventional Gaussians.  

Compartmental R-neuron with Multidimensional Epanechnikov Kernels and Its Learning 
Algorithm  

Let introduce the structure of compartmental R-neuron presented on fig.1 and concurring with simplified 
architecture of conventional Radial Basis Functions Neural Network with two inputs ix  and jx , 1 2=, , ,...,i j n , 

where n – dimensionality of input space.  

 
Fig. 1 – Compartmental R-neuron 
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fields of activation functions Σij
h ,two-dimensional inputs vector Τ= ( , )ij

i jx x x , one output ˆ ly ; 1 2= , ,...,l p ; 

1 2= , ,...,k N  – number of observation in processing sample or index of current discrete time. 

Multidimensional Epanechnikov’s kernels are used as activation functions ϕ Σ( , , )ij ij ij ij
h h hx c   

 
( ) 1

2
1ϕ −

Σ
Σ = − −( , , ) ij

h

ij ij ij ij ij ij
h h h hx c x c , (1) 

that have bell-shaped by positive definite matrix of receptive field Σij
h . The advantage of activation function (1) in 

comparison with conventional ones is in linearity of its derivatives with respect to all the parameters that allows to 
adjust not only synaptic weights but also centers with receptive fields sufficiently easy. 

At the same time, transformation that is realized by compartmental R-neural has a form 
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Usually RBFN learning comes to synaptic weights ij
lhw  adjusting, but centers and characteristics of receptive 

fields are defined priory. At the same time for two-dimensional case it is sufficiently easy to locate the centers at 
the regular lattice nodes and define receptive field as circles. Learning process itself consists of synaptic weights 
vector ij

lw  estimating by learning sample containing N observations Τ=( ) ( ( ), ( ))ij
i jx k x k x k , ( )y k , 

1 2= , ,...,k N , where ( )y k  - external learning signal. 

By introducing to the consideration 1 1+ ×( )p -vector of activation functions 

1 1 11ϕ ϕ ϕ Τ= Σ Σ( ) ( , ( ( ), , ),..., ( ( ), , ))ij ij ij ij ij ij ij ij ij
p p pk x k c x k c  and learning criterion  
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using standard least squares method it is easy to obtain required solution in the form 
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where +•( ) – symbol of inversion by Moore-Penrose.  

If the data are fed to the processing consequently in on-line mode, then instead of (3) can be used its recurrent 
variant in the form 
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Algorithms (3) and (4) are effective only in the cases, when required solution is stationary, that is, optimal values 
of synaptic weights aren’t variable in time. Since in many practical tasks it is not so, for example, adaptive 
identification of non-stationary objects or non-stationary time series prediction, then high-performance adaptive 
learning algorithm having tracking and filtering properties can be used [Bodyanskiy, Kolodyazhniy, Stephan, 
2001]: 
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where α  – smoothing parameter that defines compromise between filtering and tracking properties. 

For the purpose of compartmental R-neuron approximating properties improving not only synaptic weights but 
also centers with receptive fields can be adjusted. At the same owing to Epanechnikov’s kernels using learning 
algorithms have sufficiently simple form. 

By using gradient procedure of criterion (2) minimization and its rate optimization technique [Otto, Bodyanskiy, 
Kolodyazhniy, 2003] we obtain compartmental R-neuron learning algorithm in the form  
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Evolving Cascade Neural Network 

Uniting of GMDH and cascade neural networks ideas leads to architecture presented on fig. 2. 

 

 
Fig. 2 – Evolving cascade neural network 

 

The first hidden layer of the network is formed similarly to the first hidden layer of GMDH neural network [Pham, 
Liu, 1995] and contains the number of neurons equal to quantity of combinations of n in 2, that is 2
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2 1−[ ]ˆ nCy
2[ ]ˆ nCy



International Journal "Information Technologies & Knowledge" Vol.5, Number 1, 2011 

 

29 

block SB executes sorting by accuracy, for example, in the sense of variations, of all output signals 1[ ]ˆ ly  so that 

the most accurate signal is 1
1
[ ]*ŷ , then 1

2
[ ]*ŷ  and the worst is 2

1[ ] *ˆ
nC

y . Outputs of SB 1
1
[ ]*ŷ  and 1

2
[ ]*ŷ  then are fed to 

the one neuron of the second layer-cascade CR-N[2] that computes signal 2[ ]ŷ  which in the third cascade is 

combined with 1
3
[ ]*ŷ . The process of cascades  increasing lasts till required accuracy obtaining, at the same time, 

maximal neurons number of this network is restricted by the value 22 1−nC . Thus, neural network is able to 
process information that are fed in real time by readjusting both its parameters and its architecture in time 
[Kasabov, 2003] and by adapting to the conditions of the solving task. 

Conclusion 

Architecture of evolving cascade radial-basis neural network was proposed in this paper. It is formed based on 
the idea of combining GMDH and cascade networks. Also this network is not disposed to the “curse of 
dimensionality” and is able to process information in real time by adapting its parameters and structure to the 
solving task conditions. Using of multidimensional Epanechnikov’s kernels as activation functions allowed to 
introduce numerically simple learning algorithms that are characterized by high-performance. 
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