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THE ALGORITHM BASED ON METRIC REGULARITIES 
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Abstract: The new pattern recognition method is represented that is based on collective solutions by systems of 
metric regularities. Unlike previous methods  based on voting by regularities discussed technique does not 
include any constraints on geometric shape of regularities. Metric regularities searching is reduced to connected 
components calculating in special contiguity graph. Methods incorporate statistical validation of  found metric 
regularities with the help of permutation test.  
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Introduction 

Family  of pattern recognition tools exist that are based on searching of regularities that are subregions of 
features space containing objects of one  class only (complete regularity) or predominantly of one class (partial 
regularity).  Usually in these methods subregions geometric shapes correspond to some sub predetermined 
model. The most frequently used model is the model of  regularities, where the desired subregions of features 
space have the form of hyperparallelepiped. Logical regularities ([Yu. I. Zhuravlev et al.,2006], [V.V. 
Ryazanov,2007] , [А. А. Ivachnenko   and  K. V. Vorontsov ]) and «syndromes»  concept ([Yu. I. Zhuravlev et 
al.,2006], [V.A. Kuznetsov et al., 1996], [O.V. Senko and A. V. Kuznetsova] ) may be mentioned. Besides 
approaches exists where regularities are formed with the help of hyperplanes in features space ([A.A. Dokukin 
and O.V.Senko], [O.V. Senko and A. V. Kuznetsova]). However a priori specification of the geometric shape is a 
significant limitation hampering detection of some regularities actually existing in data, but  not satisfying 
constraints that are put on by used model. In this work a new type of regularities (metric regularities) is discussed.  

Metric-type regularities allow to find the feature space subregions containing representative groups of connected 

objects of some class with minimal inclusion of other classes. We use a concept of a generalized connectivity 

between the same class objects ( contiguity relationship k ) to define metric-type regularities. It must be noted 

that no suppositions about regularity shape are made. 

Metric (generalized) regularities. 

The standard problem of pattern recognition is considered. Let   is general set of recognized objects. Let 

1{ ,..., }qS S S    - a training sample, },...,{
~

1 lKKK   - a set of classes , the class ljK j ,1,   for  

each training set object qiSi ,1,   is a priory known. Thus description of object iS S   consists class indicator 

and feture description that is used for recognition.Our goal is to find a correct class ljK j ,1,   for every 

arbitrary object S  . It is supposed that metric ( , )s s    are defined at Cartesian product  . Correct 
metric choice  is a significant issue in problems of classification, clustering, and nonparametric regression. Metric 
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is a mathematical model of the similarity of objects, and its choice in many cases is not unique. In recent years 
increasingly used methods where the metric is adjusted to the training set. We use a weighted Minkowski metric 

for each fixed set of features:
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)(Sf j  is object S feature j 

value, jw - feature j weight.  The weights of features are specified by reasons of normalization: 
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Definition 1. Two objects 1S  and 2S  are connected by class K  or are in contiguity relation ship ( 21 SS К ), if 

there are not in the training set S
~

 such object CKS  ( CK is addition of class K  to full train set), that both  

following inequalities will be correct:  

1) ),(),( 121 SSSS    

2) ),(),( 221 SSSS   , where   is a metric in feature space. 

The relation К  defines an indirected contiguity graph 
KS

G   such that there is one to one correspondence 

between vertices of 
KS

G   and objects from S K . There is an edge between to vertices v and v  if an only if 

corresponding them objects S  and S  . 

Definition 2. We call a set SKF
~

  a regularity by metric   (or connectivity field) of class К, 

if: FSS  '','  ''...':,..., 11 SSSSFSS KnKKKn  . 

In other words any regularity by metric   correspond connected component of graph 
KS

G  . Intuitively regularity 

by metric regularity by metric    corresponds compact in terms of metric regularity by metric   region of 

feature space with minimal inclusion of objects that do not belong to class K  

Definition 3 (Regularity quality definition) 

. A set F’ is called a closure by training set S
~

of a class K regularity F if: 

}':'|
~

{' SSFSSCKSFF K . 

Thus closure F’ is union of  F and objects from S
~

 that do not belong to class K but are connected to class 

objects from F. It is naturally to define regularity F quality as fraction of objects from class K in closure F’:  

'
)(

F

F
Fval  . 

Closure F’ may be calculated using reference objects concept.  

Reference objects 

A minimal set ( )refS F of objects from  F  such that any object from F  is connected to at least one object 

from ( )refS F  will call reference patterns: 

Let F  is  a regularity. Then  ( ) arg min(| | | ' , : )ref
A F

S F A F S F S A S S


      
is a reference 

objects set. 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

29 

Closure F’ now is defined union of  F and objects from S
~

 that do not belong to class K but are connected to 

class objects from ( )refS F .  At that regularity quality is define in the same way. Using reference objects 

concept allows to decrease significantly amount of information that is need for regularity description. Instead of 

storage of description of all  objects from F  it is sufficient to store descriptions of objects from ( )refS F . 

Regularities validation 

Parameter ( )val F describe regularity quality but it does not allow to answer a question if discovered regularity is 

statistically valid? However statistical validity of regularity may be evaluated with the help of permutation test that 

is based on generating of set { }randS of randomized data sets. To receive randomized data set randS  positions 

of class indicators in initial data set S are randomly  permuted. Then they are newly put in correspondence to 

fixed positions of features descriptions. The metrics regularities are found for each randS . Let max ( )randval S  is 

maximal value of quality parameter ( )val F  for regularities revealed at randS . Measure of statistical validity of 

regularity F  found at true initial data set (p-value)  is defined as ratio 

max|{ | ( ) ( )} |

|{ } |
rand rand

rand

S val S val F
p

S




 
 . It is evident that statistical validity is greater if p-value is less. 

Possibility of statistical validation with the help of permutation test allows to use metric regularities searching as a 

tool for evaluating if there is  an effect of explanatory variables 1, , nX X  on outcome categorical variable. It is 

sufficiently to define metrics in X space, to find regularities and to evaluate their validity.   

Training  

At initial stage contiguity graph 
KS

G   is constructed  for each class K and connected components of these graphs 

are  calculated.  Closures are found for corresponding regularities and quality parameters ( )val F are calculated. 

At the second stage permutation test is used to evaluate statistical validity of regularities found at the first stage. 

At the third stage final set finalF of regularities is formed. At that only regularities with high statistical validity or 

with evaluated p-values less some threshold are joined  finalF . Usually threshold equal 0.1 was used. 

Often there are outlying objects in data sets that deviate significantly from main part of data set. These outliers 

may significantly affect relationships k  between objects of the same class and decrease method efficiency. So  

procedure was suggested that allow to reveal outliers. It is assumed that the fraction of outliers  in a class can be 

no more than X% of objects. Outlying objects outliersS  are stored, analyzed and removed or not removed at the 

end of the learning.  

Recognition 

Let S - arbitrary regognized legitimate object. Estimates  for  class K are  calculated as fraction of reference sets 
of class K metric regularities, connected to S, amoung full set of class K metric regularities. Object S is put into 
the class with maximal estimate. 
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Experiments 

The program version of algorithm based on metric regularities was realized. In this version regularities are 
searched for each pair of features and estimates are calculated by set of all found regularities. Performance of 
the version was evaluated in variety of tasks including tasks   from UCI Machine Learning Repository . At that its 
recognition ability was compared with recognition abilities of standard statistical methods, neural networks, 
support vectors machine and algorithm based on voting by systems of regularities. Experiments demonstrated 
sufficiently high generalization ability of method.  Inclusion of algorithm  in RECOGNITION system ( [Yu. I. 

Zhuravlev et al.,2006] )and in the set of algorithms for resource Poligon.MachineLearning.ru for further study 
is planned. 
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