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CONSTRUCTION OF GEOMETRIC DIVERGENCE ON q-EXPONENTIAL FAMILY
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Abstract: A divergence function is a skew-symmetric distance like function on a manifold. In the geometric theory

of statistical inference, such a divergence function is useful. In complex systems, Tsallis anomalous statistics is

developing rapidly. A q-exponential family is an important statistical model in Tsallis statistics. For this q-exponential

family, a divergence function is constructed from the viewpoint of affine differential geometry.
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Introduction

A divergence function is a skew-symmetric squared distance like function on a manifold. In information geometry,

which is a geometric theory of statistical inference, divergence functions play important roles. The Kullback-Leibler

divergence is a typical example of such divergence functions [Amari and Nagaoka, 2000].

Recently, theory of complex systems has been developing rapidly. In complex systems, Tsallis statistics is one of

anomalous statistics based on generalized entropies [Tsallis, 2009]. A q-exponential family is an important statistical

model in Tsallis statistics, which includes various long tail probability distributions.

In this paper, we construct a divergence function on a q-exponential family from the viewpoint of affine differential

geometry. For this purpose, we study generalized conformal geometry and affine hypersurface theory.

In information geometry, affine differential geometry is more useful than Riemannian geometry, and it is known that

affine differential geometry generalizes geometry of distance. See [Matsuzoe, 2009], for example.

Statistical manifolds and generalized conformal geometry

First, let us recall geometry of statistical manifolds. Further details about statistical manifolds and generalized

conformal equivalence relations, see [Matsuzoe, 2009; Matsuzoe, 2010], for example.

Definition 1 ([Kurose, 1994]). Let (M,h) be a semi-Riemannian manifold and let ∇ be a torsion-free affine
connection on M . We say that the triplet (M,∇, h) is a statistical manifold if the covariant derivative ∇h is a
totally symmetric, that is, the following equation folds:

(∇Xh)(Y,Z) = (∇Y h)(X,Z),

where X,Y and Z are arbitrary vector fields on M . The symmetric (0, 3)-tensor field C := ∇h is called the

cubic form of (M,∇, h). (In information geometry, the triplet (M,h,C) is also called a statistical manifold.)

For a statistical manifold (M,∇, h), we can define another torsion-free affine connection by

Xh(Y,Z) = h(∇XY,Z) + h(Y,∇∗
XZ).

We call∇∗ the dual connection of∇ with respect to h. In this case, the triplet (M,∇∗, h) is a statistical manifold,
which is called the dual statistical manifold of (M,∇, h).
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Here let us recall that a statistical model is a statistical manifold [Amari and Nagaoka, 2000]. Let (Ω,F) be a
measurable space, and let S be a parametric statistical model on Ω. That is, S is a set of all probability densities
on Ω parametrized by θ = (θ1, . . . , θn) ∈ Θ ⊂ R such that

S =

{

p(x; θ)

∣

∣

∣

∣

p(x; θ) > 0,

∫

Ω

p(x; θ)dx = 1

}

,

where x is a random variable on Ω. We assume that S is a manifold with a local coordinate system (θ1, . . . , θn).

For simplicity, set ∂i := ∂/∂θi. We define a symmetric matrix (gF
ij) (i, j = 1, 2, . . . , n) by

gF
ij(θ) :=

∫

Ω

(∂i log p(x; θ)) (∂j log p(x; θ)) p(x; θ)dx.

If (gF
ij(θ)) is positive definite, it determines a Riemannian metric onM . We call g

F the Fisher metric onM .

For an arbitrary constant α ∈ R, we can define a torsion-free affine connection ∇(α) on S by

Γ
(α)

ij,k(θ) :=

∫

Ω

{

∂i∂j log p(x; θ) +
1 − α

2
(∂i log p(x; θ)) (∂j log p(x; θ))

}

(∂k log p(x; θ)) p(x; θ)dx,

where Γ
(α)

ij,k(θ) is the Christoffel symbol of the first kind, i.e., g
F (∇

(α)

∂i
∂j , ∂k) = Γ

(α)

ij,k(θ). The affine connection

∇
(α) is called the α-connection onM . For an arbitrary constant α ∈ R,∇(α) and∇(−α) are mutually dual with

respect to gF , and the triplets (M,∇(α), gF ) and (M,∇(−α), gF ) are dual statistical manifolds. We remark that
(M,∇(α), gF ) is invariant under the choice of the reference measure on Ω. Hence we call (M,∇(α), gF ) an
invariant statistical manifold.

A statistical model Se is an exponential family if Se =
{

p(x; θ)
∣

∣p(x; θ) = exp
[
∑n

i=1
Fi(x)θ

i
− ψ(θ)

]]

,

where F1(x), . . . , Fn(x) are random variables on Ω, and ψ is a convex function onΘ. For an exponential family,
the Fisher metric gF and the α-connection∇(α) are given by

gF
ij(θ) = ∂i∂jψ(θ), Γ

(α)

ij,k =
1 − α

2
CF

ijk(θ) =
1 − α

2
∂i∂j∂kψ(θ).

Since Γ
(1)

ij,k ≡ 0, the 1-connection ∇(1) is flat and {θ1, . . . , θn
} is an affine coordinate system on Se. For this

reason, the 1-connection ∇(1) on an exponential family Se is called an exponential connection.

Next, we consider the 1-conformal equivalence relation on statistical manifolds.

Definition 2 ([Kurose, 1994]). We say that statistical manifolds (M,∇, h) and (M, ∇̄, h̄) are 1-conformally
equivalent if there exists a function λ such that

h̄(X,Y ) = eλh(X,Y ),

∇̄XY = ∇XY − h(X,Y )gradhλ,

where gradhλ is the gradient vector field of λ with respect to h. A statistical manifold (M,∇, h) is said to be
1-conformally flat if (M,∇, h) is locally 1-conformally equivalent to some flat statistical manifold.

Geometry of q-exponential family

In this section, we consider geometry of q-exponential families. First, let us recall the definitions of q-exponential

functions and q-exponential families

For a fixed positive number q, the q-exponential function and the q-logarithm function are defined by

expqx :=

{

(1 + (1 − q)x)
1

1−q , q 6= 1, (1 + (1 − q)x > 0),
expx, q = 1,

logq x :=







x1−q
− 1

1 − q
, q 6= 1, (x > 0),

log x, q = 1, (x > 0),
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respectively. When q → 1, the q-exponential function recovers the standard exponential, and the q-logarithm
function recovers the standard logarithm. A statistical model Sq is said to be a q-exponential family if Sq =
{

p(x, θ)
∣

∣p(x; θ) = expq

[
∑n

i=1
θiFi(x) − ψ(θ)

]

, θ ∈ Θ ⊂ R
n
}

. We remark that a q-exponential family is

obtained from the maximization principle of the generalized entropy in Tsallis statistics [Tsallis, 2009].

In the same manner as an exponential family, we can define geometric objects on Sq . We define the q-Fisher metric

gq , the q-cubic form Cq, and the q-exponential connection∇q(e) by

g
q
ij :=

∂2ψ

∂θi∂θj
, C

q
ijk :=

∂3ψ

∂θi∂θj∂θk
, gq(∇

q(e)
X Y,Z) := gq(∇

q(LC)

X Y,Z) −
1

2
Cq(X,Y,Z),

respectively, where ∇q(LC) is the Levi-Civita connection with respect to gq . In this case, (Sq,∇
q(e), gq) is a

flat statistical manifold. Denote by ∇(2q−1) the (2q − 1)-connection on Sq , i.e., α = 2q − 1. The triplet
(Sq,∇

(2q−1), gF ) is an invariant statistical manifold. The following lemma is given in [Matsuzoe and Ohara, 2011].

Lemma 1. For a q-exponential family Sq, consider a flat statistical manifold (Sq,∇
q(e), gq), and an invariant

statistical manifold (Sq,∇
(2q−1), gF ). Then these two statistical manifolds are 1-conformally equivalent, that is,

gq(X,Y ) =
q

Zq
gF (X,Y ),

∇
q(e)

X Y = ∇
(2q−1)

X Y − gF (X,Y )gradh

(

log
q

Zq

)

,

where Zq(θ) =
∫

Ω
p(x; θ)qdx. In particular, (Sq,∇

(2q−1), gF ) is 1-conformally flat.

The geometric divergence on q-exponential family

In this section, we consider realizations of q-exponential families into affine space, and constructions of geometric

divergences. For more details about affine differential geometry, see [Nomizu and Sasaki, 1994].

Let M be an n-dimensional manifold, and let f be an immersion from M to R
n+1. Denote by ξ a transversal

vector field, that is, the tangent space is decomposed as Tf(p)R
n+1 = f∗(TpM)⊕ Span{ξp}, (

∀p ∈M). We
call the pair {f, ξ} an affine immersion fromM toRn+1.

Denote byD the standard flat affine connection. Then we have the following decompositions:

DXf∗Y = f∗(∇XY ) + h(X,Y )ξ, (1)

DXξ = −f∗(SX) + τ(X). (2)

We call ∇ a induced connection, h an affine fundamental form, S an affine shape operator, and τ a transversal

connection form. If the affine fundamental form h is nondegenerate, the immersion f is said nondegenerate. If

τ = 0, the affine immersion {f, ξ} is said equiaffine. It is known that the induced objects (M,∇, h) becomes a
1-conformally flat statistical manifold if the affine immersion is nondegenerate and equiaffine [Kurose, 1994].

The induced objects depend on the choice of transversal vector field. For a function φ onM , and a vector field Z

onM , if we change a transversal vector field ξ to ξ̄ = eφξ + f∗(Z),Then the induced objects change as follows
(See Chapter 2 in [Nomizu and Sasaki, 1994]):

h̄(X,Y ) = e−φh(X,Y ), (3)

∇XY = ∇XY − e−φh(X,Y )Z, (4)

τ̄(X) = τ(X) + e−φh(X,Z) − dφ(X). (5)

Theorem 1. For a q-exponential family Sq =
{

p(x, θ)
∣

∣p(x; θ) = expq

[
∑n

i=1
θiFi(x) − ψ(θ)

]}

, set

fq(p(θ)) = {θ1, . . . , θn, ψ(θ)}T ,

ξq = {0, . . . , 0, 1}T ,

ξF
q = {e−φξq + f∗gradhφ},
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where φ = log(Zq/q) andZq(θ) =
∫

Ω
p(x; θ)qdx. Then the pair {fq, ξq} is an affine immersion which realizes

the flat statistical manifold (Sq,∇
q(e), gq). The pair {fq, ξ

F
q } is an affine immersion which realizes the invariant

statistical manifold (Sq,∇
2q−1), gF ).

Proof. From the definitions of q-Fisher metric, q-exponential connection and Equations (1)-(2), the affine immersion

{fq, ξq} realizes (Sq,∇
q(e), gq) inRn+1. From Lemma 1 and Equations (3)-(5), the affine immersion {fq, ξ

F
q }

realizes (Sq,∇
2q−1), gF ) inRn+1.

Finally, we define the geometric divergence on q-exponential family. For a nondegenerate equiaffine immersion

{f, ξ}, the conormal map ν : M → Rn+1 of {f, ξ} by νp(f∗X) = 0 and νp(ξ(p)) = 1. Then we define a
skew-symmetric function ρ onM ×M by

ρ(p, q) = νp(f(q) − f(p)).

The function ρ is called the geometric divergence [Kurose, 1994; Matsuzoe, 2010]. In fact, ρ induces the given

statistical manifold structure, that is, the geometric divergence ρq for {fq, ξq} induces (Sq,∇
q(e), gq), and ρF for

{fq, ξ
F
q } induces (Sq,∇

2q−1), gF ).

Conclusion

A q-exponential family is an important statistical model in Tsallis statistics. In this paper, we give a hypersurface

affine immersion of q-exponential family. As a consequence, we obtain a divergence function on a q-exponential

family, which is an important distance like function in information geometry.
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