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SEMANTICALLY RICH EDUCATIONAL WORD GAMES  
ENHANCED BY SOFTWARE AGENTS 

Boyan Bontchev, Sergey Varbanov, Dessislava Vassileva 

Abstract: With steadily evolving new paradigms for technology enhanced learning, educational word games such 
as quizzes, puzzles and quests raise new appeal and motivation for students in following game based 
educational processes. Traditional word games may be applied more successfully to game based learning in 
given scientific domain provided they are highly oriented to the content and problems of that domain. Such games 
may be more efficient if they include artificial agents simulating opponents, advisors or collaborators of the player. 
Authors present a semantic structuring model of learning content for logic and word games serving for 
educational purposes and, next, show the place of artificial agents within the game construction and possible 
ways of agent’s realization. There are given results from practical experiments with playing a memory game using 
the semantic content model, without and with agents integrated into the game. 

Keywords: Agents, quiz, word game, e-learning, game based learning. 
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Introduction 

The last developments of the Internet technologies and their usage for technology enhanced learning require 
blending traditional teaching and training with online processes. New trends in evolution of modern e-learning 
comprise various approaches of applying educational games in a complement to the traditional instructional 
learning design [Dempsey et al, 1996]. Word and logic games are considered as a rather effective mean for 
retaining interest of learners by attracting their attention for much more time than other approaches. Educational 
games appeared to be not only entertaining but also cognitive and educative for today learners, as far as they 
have precise definition of goals, constraints, built-in rules and consequences [Prensky, 2006]. Such logic games 
help learners to improve their knowledge in given domain by challenging them to solve various problems or to use 
practices within the domain area and, thus, to improve creative thinking [Salen and Zimmerman, 2003]. Mark 
Prensky explains in [Prensky, 2006] why and how games deliver pleasure and emotions while the learner plays a 
game. Games impose conflicts and competitions by using rules and establishing goals in order to facilitate 
evolution of creativity, motivate learners and, as well, to satisfy their ego in an interactive and pleasant way. 
Nowadays, the mostly applied educational games are represented by quizzes, puzzles, quests and problem 
solving staging [Batson and Feinberg, 2006], [Ferreira et al, 2008]. Such logic word games make use of textual 
and even multimedia content of a proper domain and apply predefined rules for solving some problems, 
sometimes supported by counters or dices according given educational purposes. They may be represented by 
board games [Bontchev and Vassileva, 2011] which may be played by a single player alone or against a simple 
or intelligent software agent replacing the real opponent.  
The paper describes a principal model for semantically enriched educational word games such as quizzes, 
puzzles and quests and, next, its realization by using an agent based software architecture. It explains in brief a 
model of semantic structuring of domain content by means of UML class diagrams. The model is used as a basic 
paradigm for the development of educational word games. The paper presents how it facilitates the 
implementation of a positional memory quest board game for matching symbols with minimum number of mouse 
clicks. Next, it shows how a software agent is used within the memory game as opponent of real player. There 
are given practical results from an experimental field trial aimed at evaluation of student appreciation of the single 
user memory game, with and without software agent.  

Motivational Background 

Educational games used to support e-learning may vary from simple single user word games to complex multi-
user collaboration games using augmented reality. The paper is focused on word games like quizzes, puzzles 
and quests because they suppose a rather simple construction process and, at the same time, are very useful for 
exercises and self-assessment. 

Educational Logic Games 

Quizzes are popular as word games with educational goal thanks to their easy implementation. They can be used 
by students and teachers for self-assessment tests and control exams. Besides assessment of knowledge, they 
are purposed for producing more fun and increasing motivation for learning. For this reason, some of the 
educational logic and word games are implemented as combinations between board games and quizzes. This 
type of games usually uses board rules for navigation within a quiz. Thus depending on his/her position on the 
board, the player gets a question with a certain complexity [Bontchev and Vassileva, 2010]. Educational quizzes 
could be developed and managed using different existing tools such as Quiz Center and Quiz Builder [Bontchev 
and Vassileva, 2011]. These tools have opportunities for automatically evaluating students’ answers, some of 
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them automatically generate questions from curriculum [Guetl et al, 2005] and other use authoring tools to create 
quizzes [Retalis, 2008]. In some authoring tools there can be created not only simple questions, but also 
parameterized ones [Feng, 2005].  
In recent years, games are often used in e-learning as means of students’ attention to being actively involved in 
learning process and as means of achieving a higher motivation for studying [Aleksieva-Petrova and Petrov, 
2011]. Games are also successfully used in adaptive e-learning systems, e.g. like adaptive quizzes such as 
QuizGuide and QuizJet [Hsiao et al, 2009] and adaptive board games such as ELG [Retalis, 2008]. In the ELG 
different learning scenarios could be presented in the form of board games, through which students are expected 
to improve their performance and extend their knowledge. Games created with the ELG can be customized on 
different parameters such as learner’s level of knowledge, preferences and educational goals. Games such as 
QuizGuide and QuizJet [Hsiao et al, 2009] support students to select self-assessment quizzes most suitable for 
learner’s goals and preferences. These systems use adaptive navigation to increase learners’ knowledge by 
selecting most important topic of training.  
Generally educational word and board games use rule-based approaches for navigation through its board and 
require detailed knowledge of the subject concerned [Retalis, 2008]. It could be used different strategies for 
selecting a question, its level of difficulties and area of knowledge, depending on the learner/player profile (goals 
and preferences, learning style and performance) [Bontchev and Vassileva, 2010]. 

Types of Software Agents for Educational Games 

Educational games may have three main different modes of play. These modes are multiple users mode, single 
user mode and single user against a simulated player mode. The last of these three modes of play appeared to 
be one of the most preferred by end users. Usually the simulated player is implemented by means of an 
intelligent software agent. Usage of software agents is an established and effective approach for realizations of 
various types of simulations. According [Varbanov et al, 2007] intelligent agents may be applied in several 
aspects and cases of serious games. Main cases of them are as follows: 

• The case where a part of the game is implemented as an intelligent agent. The software agent performs 
a simulation process and its behavior unlike other cases is similar in each game and each player. In this 
case, the participation of the intelligent agent is hidden for gamers and it is realized as an autonomous 
system. 

• The case in which the intelligent agents acts as opponents of the player. The aim is to simulate the 
competition and to encourage gamers to achieve better results. The software agents which participate in 
a game have different behavior and their numbers may vary depending on the level of a user.  

• The case where an intelligent agent participates as business partner or/and task collaborator. The player 
communicates and performs various activities together with this type agent. 

• The case where the intelligent agents are included in a game as assistants to players. These software 
agents are responsible for providing necessary information, guidance, comments and recommendations. 

The agent may have various levels of implementation complexity, e.g. from a simple search procedure to 
controlling multidimensional state space of a virtual world model. Moreover, complex agents may simulate social 
behavior with knowledge about the game and adaptation to the physical player. As well, agents may cooperate 
within a community of social agents.  
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Semantically Rich Educational Games 

Logic and board games like word and problem-oriented games need a special organization of course content in 
order to integrate it to the game. A semantic structuring of the content will enable game engine to extract specific 
terms and their inter-relationships dynamically during the play process. It follows a brief representation of such a 
model and a sample content organization based on it. 

Semantically-Rich Content Model for Educational Word Games 

The model for semantic content organization for educational games was proposed in (Bontchev and Vassileva 
2011) and is based on UML class diagrams. It models visually content relationships by class hierarchies, 
instances, class attributes, metadata and relationships plus axioms. For any class, there may be presented its 
possible super-classes by means of IS_A link. A class instance is linked to its class by an instance Of reference. 
A class may contain a content description text and image (again with public visibility and classifier scope) and a 
list of class properties and resources. Names and values of both properties and resources may be of private, 
protected, public of package scope and may be annotated within metadata. Any concept may be related to 
another term by UML relationships of type dependency, association, aggregation, and composition. As a 
minimum, a relationship may have name, direction, and roles and cardinality of the inter-related entities. 
Figure 1 shows a UML class diagram of some terms from a bachelor course in XML technologies. Terms are 
semantically structured by their inter-relationships and, possibly, with some instances. For example, the terms 
“ANY”, “EMPTY” and “PCDATA” are subtypes of “Element type DTD declaration” having with it IS_A relations. 
“Element type DTD declaration” may compose “Sequence list”, “Choice list” and “Element quantifier”. There is 
shown only two instances – one of “Choice list” and another of “PCDATA”. 
In fact, fig. 1 illustrates only a small part of the whole UML diagram of XML terms plus their relationships and 
instances. Such semantically-rich content models are comprised by a plenty of specific terms (such as DTD, XML 
Schema, DOM, SAX, etc.) and their interrelationships. These terms and relationships are to be extracted and 
integrated (preferably, automatically) in any board games suitable for educational purposes. The section below 
represents an educational board game using this content and appropriate for agent-based implementation. 
 

 
Fig. 1. UML diagram of some XML terms and their relationships and instances 
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A Memory Game Using the Semantic Content Model 

Authors have investigated several educational logic games (both word and board games) extracting content from 
the semantic model. The simplest case of such games makes use of a single entity (class or instance) without 
utilizing its possible inheritance and/or association relations to other entities. Simple word games serve as good 
examples here, e.g. the classical hangman game and anagram games. More attracting games may be 
constructed by using type information about the entity, its properties and instances. 
For a mass invasion of games usage in education, teachers need of simple and rapid process of constructing 
educational games. Classical word puzzles may be easily constructed as board mini-games (Bontchev and 
Vassileva, 2010). The building parts of a work puzzle being partial images or letters may be represented as 
objects, which are be moved to the correct positions while wrong moves are possible. More complex logical 
quizzes and quest may require not only simple moves but also some other player action types like single and 
double clicks onto objects and object relations. Fig. 2 provides a snapshot of a positional memory board game for 
matching XML terms to their instances – both linked into couples by means of instanceOf relationships in fig. 1. 
  

 

Fig. 2.  Positional memory quest board game for matching symbols with minimum number of mouse clicks 

The player has to click first onto a blue cell in order to see its hidden term. Next, he/she should click onto a yellow 
cell supposed to contain the hidden instance of this term. The yellow cell shows its contents and, if the instance 
matches the term, the player receives a point and both the term and instance are appended by a red suffix 
showing the number of that match, and continue being displayed. Otherwise, the player looses a point and both 
the term and instance disappear. The game is over when all the terms of the blue cells are matched to their 
instances. 
Left on fig. 2, there is given a list of players’ results until the present moment. Some of them are reached within 
single user games as explained above, while others are resulted in playing against an artificial agent called AA. In 
the last case, game play is controlled in turns – the player tries to match a term to its concept and next, the agent 
does the same. Thus, player is supposed to learn not only from his/her mistakes but from wrong moves of the 
agent, too. 
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The Software Agent Architecture 

In one of our previous works [Varbanov et al, 2007], we have used a three-layered architecture of the software 
agent, shown in fig. 3. The first layer contains methods for interfacing the virtual world in which the agent acts. 
The second layer represents the model of the virtual world, which the agent builds and uses. The third layer 
contains the agent’s decision-making functionality, which applied to the virtual world model implements the 
decision-making process. For the implementation of those three layers, different technologies were used, 
accordingly: 

• Java methods to implement agent’s sensors and effectors, communicating with the game server via 
CORBA; 

• Protégé [Drummond et al, 2005], as knowledge base management system to implement the virtual world 
model; 

• Algernon [Algernon, 2005], as forward-backward rule based inference engine to implement the agent’s 
decision-making functionality. 

That approach, although fruitful, left the impression that in many cases the full power of Java, Protégé and 
Algernon would not be needed. Therefore, this three-layered architecture could be implemented by more 
“lightweight” means. The ideal solution would consist of maximum lightweight tools for the trivial cases, and 
enough openness to provide for easy inclusion of heavyweight tools, such as Protégé and Algernon, if needed.  
In [Bontchev et al, 2010], we’ve described architecture based on Persevere Server [Persevere, 2011] - an object 
storage engine and application server (running on Java/Rhino) that provides persistent data storage of dynamic 
JSON data in an interactive server side JavaScript environment (fig. 4).  
Placing Persevere Server at the base of our intelligent software agent’s implementation, the three layers 
architecture mapping to technologies evolves to: 

• JavaScript methods to implement agent’s sensors and effectors, communicating with the game server 
through a standard JSON HTTP/REST Web interface; 

• Persistent JavaScript/JSON classes, methods and instances to implement the virtual world model; 
• JavaScript methods to implement the agent’s decision-making functionality, when the decision-making 

process is not too complex. 
 

 
Fig. 3. Three layer agent’s architecture used in PRIME project [Bontchev et al, 2010] 



Business and Engineering Applications of Intelligent and Information Systems 

 

173

 
Fig. 4. A lightweight implementation based on Persevere Server [Bontchev et al, 2010] 

 
If the case at hand imposes complex intelligent software agents, Persevere Server provides for easy inclusion of 
additional Java libraries. In fact, any tool written in Java and having well-documented Java API could be easily 
included and used. 
This architecture is used in the presented here experiments. 

Implementation of the Memory Game Using Agent as Opponent 

The memory game does not impose high complexity on the participating software agent, comparing with other 
types of games. Thus the agent's resources are concentrated on adapting a chosen strategy to the user's 
evolving model, built and exploited by the agent.  
Let us consider several specific opponent agents, demonstrating, although quite in a basic way, how the agent’s 
functionality responds to the strategic goal(s) we pursue: 

1. Goal: Mimic human player’s features 
• STM agent – a simple agent, which knows the proper associations, but simulates short-term 

memory (STM) capacity, i.e. memorizes only the last N moves. Comparing the user success to the 
results of agents initialized with different N values, some conclusions about the users STM capacity 
might be drawn. 

• PK agent – a simple agent, which models partial knowledge of the proper associations, by using 
parameter 0<P<=1, representing the probability to guess properly the correct association. 

• Note: Both described agents might be adaptable – they can dynamically change their N or P 
parameters, to keep their success rate close to the human player's. 

2. Goal: Stimulate human’s performance 
• Average Adaptive agent. The agent “knows” all tile’s values from the start, but deliberately makes 

“wrong” moves to keep in pace with the human's rate of success. Sometimes, to help the user, the 
agent may make “wrong” moves by turning a tile, most appropriate for the human's next move. 
This agent might function in tolerant mode (by keeping its success rate a little bit below human’s 
average) or in aggressive mode (by keeping its success rate a little bit above human's average), 
thus stimulating the user to perform better. 
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Those and more agent's types can be used in experimenting with different user target groups in order to specify 
more precisely the relationship between user classes and appropriate agent models and parameters, 
implementing strategies. 
The memory game presented in 3.2 is implemented including an option to play against software agent of the 
Average Adaptive type. 

Practical Experiments and Results 

The experimental field trial presented here aimed at evaluation of student appreciation of single user memory 
games with XML content - without and with software agents. In executed practical experiments participated 30 
four-year students of the bachelor program in Software engineering at Sofia University, Bulgaria. After the game 
play, students filled a questionnaire about the efficiency of such game based learning approach. The questions 
had answers in Likert scale (Strongly disagree, Disagree, Neutral (neither agree nor disagree), Agree, Strongly 
agree) as given below: 

• Q1: The presence of an agent motivates me to play better and more. 
• Q2: The presence of the agent suppresses me and prevents me from playing well.  
• Q3: The agent behavior designed within the game simulates successfully another real player. 
• Q4: Educational games representing problems to be solved using course content are very useful for self-

learning and self-test. 
• Q5: I feel educational games will have a positive contribution to University education and technology 

enhanced learning at all. 
As well, the questionnaire contained a question with answers in non-Likert scale: 

• Q6: What type of game construction is most suitable for e-learning purposes? – possible answers here 
are as follows: 

1. Single user games with no agents 
2. Single user games with simple software agents 
3. Single user games with artificial intelligence (AI) agents 
4. Multi-user games with no agents 
5. Multi-user games with simple software agents 
6. Multi-user games with AI agents 

Figure 5 provides a view of answers for questions from Q1 to Q5. It is obvious that the majority of learners find 
software agents do not prevent them from playing well even more – a presence of such an agent does stimulate 
them within the game play. However, students cannot agree on successful simulation of real player behavior on 
behalf of a software agent in the course of an educational game (question Q3) – in fact, their opinions are divided 
into two quasi equal groups. At the same time, all of them share the opinion that educational games representing 
problems to be solved using course content are very useful for self-learning and self-assessment (Q4). In 
general, they think games will have a positive contribution to University education and technology enhanced 
learning at all. 
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Fig. 5. Results for questions Q1 ÷ Q5 

 

 
Fig. 6. Answers for question Q6 

Figure 6 represents distribution of the answers of question Q6. The majority of students find both single and multi-
user games with AI agents most suitable for e-learning purposes. As well, they agree on the assumption that 
even games with simple software agents will have a positive impact on educational process, especially single 
user games. The found results sound very encouraging in terms of new development of intelligent agents for 
educational games. 

Conclusions and Future Works 

The present paper proposed a way of using semantically structured courseware content in simple educational 
logic games such as word or board games. Word games as simple or enhanced quizzes, mazes and quests for 
solving other logical problems are of great importance for modern e-learning as far as they offer a plenty of 
benefits and are very useful for self-learning and self-testing. They may be combined with some principles of 
board games in order to represent more complex logical problems which are to be solved by player actions under 
execution of some rules upon context conditions [Bontchev and Vassileva, 2010]. Thus, the game context could 
be based on semantic relationships among domain concepts and terms and, as well, may enable inclusion of a 
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more complex set of e-learning instructions. Moreover, the game context may include some learning activities 
such as scenarios typical for a given virtual world, for obtaining new knowledge and/or for maintaining cognitive 
skills. The presented example of a board game for training memory in semantic relationships within the XML 
domain is only one of the many examples of such games. It relies on extraction of semantically structured content 
which may be done by hand or automatically, by extraction of domain concepts and their relationships from an 
UML description file presented as XMI (XML Metadata Interchange) document. 
The second focus of the paper was directed on construction and usage of software agents for educational board 
games relying on open architectures and agent programming. The software application architecture was chosen 
specially for shortening both the design and implementation phases. Authors plan to develop further the game to 
evolve in a more complex dynamic model. As well, the applied software agent may be rather primitive in the 
beginning and, next, to be replaced with an enhanced intelligent agent. 
The proposed combination of semantic model, technologies and tools provides a good ground for further 
development of other word and board games and, on other side, for creation of new, more intelligent software 
agents. The conducted survey shows that presence of an agent motivates students to play better and more. As 
well, the authors are highly encouraged by the students' appreciation of the agent behavior designed within the 
game which may simulate successfully another real player. They plan to develop more intelligent agents in order 
to incorporate them into new single- or multi-player educational games. 
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- serial, parallel-serial and dichotomy partitioning, 
- initial partitioning, 
- partitioning optimization; 

• packaging: 
- serial and parallel-serial packaging, 
- initial packaging, 
- packaging optimization; 

• placement:  
- hierarchical initial placement by multilevel macromodels, 
- multilevel placement optimization by scanning area method with macromodels. 

For these problems also were developed special algorithms for escaping from the local extreme.  
The proposed algorithms have such properties: 

- can be efficient for choosing the appropriate number of partitions to divide the circuit; 
- arbitrary division ratio can be chosen for partitioning; 
- many same procedures can be used for initial solution and their optimization; 
- close to linear computational complexity; 
- provide good quality of solutions; 
- are appropriate for large and very large-scale problems. 

Most likely, the first proposal to use the free hierarchical clustering for partitioning was in [Bazylevych, 1975]. It 
was further developed in [Bazylevych, 1981] and used for packaging and placement [Bazylevych, 2000, 2002, 
2007] with good results. More lately hierarchical clustering, especially enforced, was used for hyper graph 
partitioning [Garbers, 1990], [Cong, 1993], [Dutt, 1996], [Karypis, 1997], [Saab, 2000] and for others problems.  
For all test cases investigated, the results are not worse, and in many cases they are better comparatively with 
obtained by other known methods. For some cases, the optimal results were received for the first time.  

Main stages for solving the problems by hierarchical clustering 

For solving the large-scale intractable combinatorial problems at the first step we must perform aggregation. We 
divide large problems into the set of small ones that are simulated by macromodels. Every macromodel include 
the fixed number of initial circuit elements. The number of macromodels in aggregated circuit is also very 
important. It is possible to create multilevel model in such way that the number of macromodels and numbers of 
their elements at very level of decomposition must be not very large to receive good quality solution. We build 
multilevel system of hierarchically built macromodels. In such system every subproblem could be solved with the 
high quality for not large CPU time. The main decisions that we must make in such approach are: 

- how to chose the number of elements of basic subproblems that we can  solve with high quality in a 
reasonable running time, 

- what must be the number of level in macromodeling, 
- what method is desirable to use for solving the basic subproblems, 
- how merge the partial solutions of subproblems into one solution of whole problem, 
- do we need to use additional optimization (refinement) algorithms or not, 
- how to escape from the local extreme at every level of macromodeling ?  

One of the first problems that appear here is to create the hierarchical macromodel of initial system. Thereto we 
must receive multilevel aggregation of circuit.  One way is to reveal hierarchical built clusters. For this reason it is 
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possible in electrical system to use the Optimal Circuit Reduction method [Bazylevych, 1975, 1981]. By this 
method the problem solving is divided into the following steps (Figure 1): 

- the bottom-up free hierarchical circuit clustering; 
- the mathematical description of clusters by macromodels; 
- the top-down multilevel solving with receiving global initial solutions and theirs local optimizations with 
  macromodels at every level of decomposition.  

Fig. 1. Bottom-up (left arrows) hierarchical clustering and top-down (right arrows) problem solving 

   The main feathers of developed approach are: 
- the problem size as a whole (the number of variables) increases  step by step during the solution 

process from substantially reduced, initially (level 1) to real (level k); 
- the number of tasks which are to be solved increases on each recursive level. However, all of them 

would be not large, and are properly hierarchically inserted one into the other, and thus can be solved by 
the same basic procedure with high quality. 

The idea was to operate not by original elements, the number of which is extraordinarily high, but by the 
hierarchically built clusters of arbitrary sizes (not large) that could be mathematically described by macromodels. 
The (k+1)-level (Figure 1) shows that simulating the problem by 0-1 models (binary programming) will significantly 
increase the number of variables. This case can not simplify the problem solving. 
This enables us:  

- to essentially decrease the size of the problem, facilitating a solution and reducing the calculation 
consumption, the large size problem is reduced to recursive solving of small unique tasks; 

- to improve the quality of the solution by more easier trapping into the zone of the global optimum. The 
number of local extrema is significantly smaller.  

The Optimal Circuit Reduction Method   

The Optimal Circuit Reduction (OCR) method builds the Optimal Reduction Tree TR (Figure 2). It is a rooted 
(generally n-ary) tree which leaves (level 1) correspond to the set P = {p1 , … , pn } of  circuit elements and a root 
(level H)  - to all aggregated circuit.  

 
k-1 k k+1 
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Fig. 2. The Optimal Reduction Tree 

The main steps of TR generation are: 
- consider the set Ci  of all clusters in the level i. At the first level  we consider a set of all initial elements 

P = {p1 , … , pn }; 
- form a set for all pairs of adjacent clusters for every cluster of the set Ci; 
- calculate the merging criterion values for all pairs of adjacent clusters; 
- create the ordered list L(η) of pairs of adjacent clusters by the chosen merging criterion; 
- form the new set Ci +1 of clusters of the (i + 1)-th level. There are several possibilities. In the best case - 

free clustering - we merge only the maximum number of independent pairs of adjacent clusters with the 
best value of the merging criterion. It could cause a large tree’s height and consequently takes a lot of 
CPU time. The one possible way to reduce the running time is to take all independent pairs with ε given 
decreasing (increasing) of the best criterion value. The second way is to merge the first λ of all possible 
independent pairs, where λ (0 < λ ≤ 1) - is a reduction parameter. It is partially enforced clustering. In 
the last case when λ = 1 we merge all clusters. It is enforced clustering. Here a height of the ORT is a 
minimal and therefore it takes the minimal running time but results could be worse. This case 
corresponds to the enforced circuit reduction that might not generate good natural clusters, because at 
every level we must merge together some clusters that do not have good criterion’s value; 

- form the new (i + 1)-th level of the tree TR by including a set of the new clusters, defined by merging and 
the rest clusters from the previous level that are not merged. 

We must draw attention that we do not have to build binary Reduction Tree obviously. If, for example, one 
element creates two or more pairs with the same criterion’s value, it is possible to join three or more elements 
together at one step. It reduces the height of tree and, of course, the CPU time. It is not easy to choose the 
criteria for clusters merging to receive the best clusters. There are many possible merging criteria. The main of 
them are: 

- maximization the full number of the internal clusters’ nets; 
- minimization the full number of the external clusters’ nets; 
- maximization the full number of the subtraction of the of internal and external nets.  

H-1 
H-2 
i 
i-1 
3 
2 
1 

H 
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Fig.3. Circuit size vs time for TR  building 

There are possibilities of exploiting the various mixed merging criteria with the weight coefficients for the 
individual nets, the element numbers, the sizes of clusters, the time delay, etc. Very important is also the 
dependency circuit size vs time. As our experiments show, this dependency is close to linear by using the OCR 
method (Figure 3). Experiments are conducted with the library of the IBM01-IBM18 [Alpert, 1998].                                                       
   Figure 4 shows the example of the Reduction Tree TR and the dependency of the cluster external nets‘number 
vs reduction steps starting from element 11 for some circuit with 17 elements. It can help to receive the better 
dividing the circuit into partitions. The cutting χ8 at eighth level shows that partitions (1, 2, 3, 4, 5, 6, 6, 7, 8, 9. 10) 
and (11, 12, 13, 14, 15,16, 17) create the minimal cut with 5 nets. Other cuttings have more external nets. No 
other partitioning method has such possibility.  

 
Fig. 4. Example of the Reduction Tree and the diagram dependency 

of the external nets clusters’ number vs reduction steps    

Partitioning 

   It is necessary to obtain the partitioning P* = {P1 , … , Pk } for the set of elements P = {p1 , … , pn } so that the 
quality function is optimized: 

 Q(P*  ) → opt Q ( )P~ ,   P~ ∈   D,  

while satisfying such or some other constraints: 

(∀ Pi, Pj ∈ P* ) [|Pi | ≈ |Pj  |]. 
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   Set P~ is the arbitrary partitioning in the feasible region D, k – the number of partitions. The solution should 
also satisfy the following additional conditions: 

(∀  Pi∈   P* ) [Pi  = { pi1 ,…, pini }, pij ∈   P ; i = 1, ... , k;  j =1, … , ni ]; 

(∀ Pi∈   P* )(Pi ≠ ∅ );  

(∀ (Pi ,Pj ) ∈   P* )[Pi ∩  Pj = ∅ ]. 
The ni  is the number of elements of i-th partition.  
   By the OCR method we recommend to solve partitioning problem in the two stages: initial partitioning and 
partitioning optimization.  
Initial partitioning  
   Using the constructive method, it is desirable to find an initial solution at the first stage, which must be improved 
by the iterative method at the second stage. The important peculiarity of the approach developed is that it is 
recommended to use the hierarchical circuit clustering, obtained by the OCR method at the both stages. For initial 
partitioning it is possible to use following algorithms: serial, parallel-serial, and dichotomy. 
   By the serial algorithm on the Reduction Tree TR the vertex is found, whose number of elements is equal to or 
greater than the desired value. If the number of elements is what we desire, we create the first partition and move 
forward to the next partitions. If this number is greater then desired, the problem is to remove the necessary 
number of elements. The problem recursively continues to final solution.  
 

Fig. 5. Cuts in the Reduction Tree 

   Any cut of the Reduction Tree TR  by an arbitrary line forms subtrees (forest), the set of initial vertices (leaves) of 
each subtree can be considered as the set of elements of a single partition. For example, cut χ1  at the Figure 5 
can be used when it is necessary to split the circuits into the minimum number of partitions with a number of 
elements not greater than 2. Seven partitions are formed directly. The five elements remain ungrouped. For their 
assignment it is possible to construct the Reduction Tree in the subsequent repetition, and so on until the 
completion the problem. Cut χ2 creates the three groups for three elements. To form the remaining partitions it is 
necessary to continue the process as in the previous case. Cut χ3 gives good initial solution for three partitions 
(with 6, 5 and 8 elements). The first subcircuit can be directly incorporated into the solution as one partition, and 
then it would be necessary to transfer one element from the third to the second subcircuit. We obtain the 
partitions with 6, 6 and 7 elements. Cut χ4 dived the circuit into two partitions with 6 and 13 elements. For 
receiving two approximately equal partitions we need to transfer three elements from larger partition into smaller 
one.   
   Dichotomy algorithm performs the top-down circuit division with constraint on the number of elements that 
should be equally divided to the desired number of elements at one partition. In the first step we consider the two 
highest vertices. This determines the number of possible partitions that can be formed from each vertex and the 

χ 4 

χ 3 

χ 1 

χ 2 
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number of elements in the remainders. The next step is to transfer the remaining elements from one piece to the 
other in the optimal way. The problem is reduced to the two new problems of the same type but of lesser size. In 
both cases, we use identical procedures to transfer the small number of elements from one piece to another, 
procedures which are performed recursively on the sets that decrease from the step to the step. 
Partitioning optimization 

For partitioning optimization at the first step we build the separate ORT for two partitions TR1, TR2 and use the 
following procedures: 

- P1. The exchange: arbitrary element from one partition and arbitrary element (cluster) of other partition. 
- P2. The exchange: arbitrary clusters between two partitions. 
- P3. The exchange: arbitrary sets of clusters between two partitions. 
- P4. The transference: arbitrary element (cluster) from one partition to another. 
- P5. The transference: arbitrary set of clusters and elements from one partition to another. 

Fig. 6.  Procedures for partitioning optimization 

  
Some experimental bipartition 
results of test-case IBM01 
[Alpert, 1998] by using our 
approach are shown at Table 1. 
For 100 randomly generated 
initial solutions we perform 
optimization. For escaping from 
the local extreme we use the 
perturbations by replacing 
clusters with the smallest value 
of the solution’s worsening. The 
number of such perturbation is 
presented at the first column. For all initial solution we received the cut with180 nets that we think it is an optimal 
result (our conjecture), as was received from other investigators by using another approaches [Karypis, 1997], 
[Saab, 2000]. Forth column shows the number of the best solutions that were received for all randomly generated 
initial solutions. The fifth-eighth columns show the numbers of solutions that have 1, 2, 5 and 10 % deviation from 
the best solution. Last columns show the average solution, average number of iteration and average runtime.  

Packaging 

Table 1. Partitioning results for IBM 01 
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   It is necessary to obtain the partitioning P* = {P1 , … , Pk } for the set of elements P = { p1 , … , pn } so that the 
total number of partitions is minimized: 

 k → min ,  

while satisfying the given constraints: 

 ( ∀ Pi ∈   P* ) [( ni  ≤  ni max ) & (mi
ex ≤  mi max

ex)] . 

Here ni and mi ex are the numbers of elements and external nets (IO terminals) in each partition Pi that can not 
exceed the upper bounds ni max   and mi maxe. It should also satisfy the same additional constraints as for 
partitioning.  

  By the OCR method we also recommend to solve the packaging problem in two stages: initial packaging and 
packaging optimization.  

Initial packaging 

   The algorithm begins to operate on the cluster of the Reduction Tree TR, which appears first in violation of the 
constraint on the number of elements. From this cluster we form the first partition with as many as possible 
elements without violation on constraint on the number of external nets. Two strategies are used: to remove the 
minimal number of elements and to identify the best 
cluster without violation on constraints. The next 
step consists of the addition of the maximum 
number of elements. The experiments reveal the 
advantage of simultaneous combination of both 
strategies that perform iterative removal and addition 
of elements and clusters. The partitions separated 
first have a good density; but the final ones – bad. 
This is caused first of all by the “greedy” partitioning 
by serial strategy. As a result, the number of 
partitions can be greater than the optimal.  

Packaging optimization   

   The partitions with the number of elements lesser 
than the constraint merge into one or several without 
violating it. The next step is the optimization on the 
set of all partitions that allows to increase the 
number of elements, but not to exceed of constraints 
on the first group of partitions, which were not 
subject for merging. Often such optimization 
substantially decreases the number of external nets 
of final partitions up to the desired value. If this is 
impossible to obtain, then the new final partition is divided into two smaller ones.   The first partition should be 
without violations on constraints; the second may exhibit the violation on the number of external nets, if it is not 
possible to create it without violation, and so forth, up to the completion of the problem. 

Table 2:  Packaging Results for FPGAs 
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C3540 373 569 6 6 8 6 6 

C5315 531 936 11 12 12 10 9 
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b) with 320 CLB and 144 IO (Xilinx XC3090) 
s15850 842 1265 4 3 4 3 3 

s13207 915 1377 7 6 6 4 3 

s38417 2221 3216 12 10 10 8 7 

s38584 2904 3884 17 14 14 10 10 
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  The experiments confirm the high efficiency of this approach on the set of some well-known test-cases. We 
merged only 20% of the better independent pairs at the every level of the Reduction Tree TR generation. The test 
results (#FPGAs) are shown at the Tables 2. We used the 64 CLBs and 58 IOs constraints (FPGA Xilinx XC2064) 
for the tests with Table 2 and 320 CLBs and 144 IOs (FPGA Xilinx XC3090) for the tests with Table 3. As one 
could see from the tables the obtained results are not worse, and in the 5 cases from 12 they are the best among 
the known and are optimal. If our results are not being theoretically optimal, they are close to the optimal 
solutions and differ from them minimally, i.e. only by one partition (circuits c5315, s13207, and s38417) or two 
partitions (circuit c2670).      

Floorplanning and placement 

   Combined hierarchical clustering and decomposition can be used for floor planning and placement. Such an 
approach is especially effective for large and very large-scale problems. The problem is solved in several stages:  

- the bottom-up free hierarchical circuit clustering;  
- the mathematical description of clusters by macro models at every level of decomposition;  
- top-down multilevel placement with global and local optimization at every level of decomposition by 

using macromedels. 

Fig. 7.  Bottom-up hierarchical circuit clustering (a) and top-down  3-level of decomposition for Steinberg test-case 

   Figures 7 and 8 show the results of exploiting the developed approach for the Steinberg placement test-case 
[Steinberg, 1961].  For the first step (a) we build the ORT, for the next (b) – the tree level of decomposition (with 
4, 16  macro models and 34 initial elements at the lowest level). At every level of decomposition we received 
some initial solution and performed it optimization using macro models (Figure 8 a, b and c) by Scanning-area 
method [Bazylevych, 1981, 1997]. We got the results of Le = 4119,7 (the summary length of all connections with 
the Euclidian metric), which is the best comparatively with the other known solutions. 
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                                                             Le = 4119,7 

 D4 D2 B4 B1  31 30 29 28 15 1 9 16 

D B D3 D1 B3 B2 
 

33 34 32 19 20 7 10 18 17 

C A 

 

C3 C4 A3 A2 22 21 23 14 12 13 4 8 2 

 C1 C2 A4 A1 
 

24 25 26 27 11 6 5 3  

    a              b                                                    c 
Fig. 8.  Multilevel placement for Steinberg test-case 

Conclusions 

   Hierarchical circuit clustering is a good precondition for solving the physical design problems of large and very 
large-scale electronic devices - VLSI, SOC and for PCB. For hierarchical clustering we developed the OCR 
method. Basic algorithms were proposed for partitioning, packaging, floorplanning and placement problems. They 
were used to obtain the initial solutions with not very large number of macromodels, as well as for their 
optimization. The proposed algorithms have some new properties, for example, they can be efficient in choosing 
the most appropriate number of partitions into which it is necessary to divide the circuit; arbitrary division 
coefficient can be chosen for partitioning; the same procedures can be used for initial solution and their 
optimization. The suggested algorithms have near linear computational complexity and provide good quality of 
results. For all test-cases investigated, the results are not worse, and in many cases they are better 
comparatively with obtained by other known methods. For some cases, the optimal results were received for the 
first time. 
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ARTIFICIAL INTELLIGENCE IN MONITORING SYSTEM 

Lucjan Pelc, Artur Smaroń, Justyna Stasieńko 

Abstract: The article presents the neural network constructed in order to use it for monitoring. Its role is to 
recognize the events in alarm situations (theft, burglary etc.). The film presenting a real break-in into the car was 
used while testing this network.  The main task of monitoring system based on the neural network is to compile 
such a network which shows the alarm situations as soon as possible using the available equipment. 

Keywords: neutral network, monitoring system, neuron. 

ACM Classification Keywords: I.2 Artificial Intelligence – I.2.6. Learning 

Introduction 

The monitoring programs are often used in order to gather the information about the amount and the quality  
of the observed object. The gathered information makes it easier to make right decisions, especially if this state  
is hazardous for human being and the surrounding. It allows also to improve or remove the results in the existing 
situation. The article aims at showing one of these solutions. There are many monitoring systems available 
on his market. They are different as far as the quality, functionality and price are concerned. If we take into 
consideration the functionality the following types can be distinguished: systems which record on the continuous 
basis, systems which record if the movement is detected and those which record before and after the incident. 
The current monitoring systems are able to: record on the continuous basis, detect the movement and record  
the image, detect the disappearance of the image, follow and count the objects, control the cameras, one or more 
visual channels, and inform the operator by an e-mail or sms. The cost of such systems amounts to 300 – 
10000zl. Unfortunately, there are not many systems which can define the situation before the burglary or theft etc.  
The majority of systems posses an insignificant or do not posses any functionality as far as the process  
of supporting the system operator is concerned especially in case of recognizing important facts and events.  
The monitoring systems are used rather for recording and gathering the courses of events, even undesirable 
ones. It requires large disk storage for recording an image. In some systems (e.g. Taiwanese ACTI- APP-2000-
32) an intelligent management of memory was used by means of recording the events before they occur which  
is often called “buffering the image". If the system posses such ability, it buffers the image all the time and in the 
moment of detection the alarm it has also the images recorded before the accident, for example 5sec. Supporting 
the system operator while recognizing undesirable situations on the recorded image and responding 
automatically requires from the system to solve problems connected for example with pattern recognition. One  
of the authors of this article used probabilistic timed automata which if connected with particular spheres  
on the observed image allowed to define important actions in reference to the given problem [Pelc, 2008].  
This article is a kind of a supplement and expansion of that approach. Instead of using probabilistic timed 
automata the neural network was used here. 
While creating the monitoring system three rules should be taken into consideration: the periodicity  
of measurement, the unification of the equipment and methodology used for the measurement and observation 
as well as the unification of the results interpretation. This case study uses a film from the Internet showing  
the real break-in into the car [http://www.youtube.com/watch?v=pLKjm2uGrU4&feature=related]. It resulted  
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in the idea of creating the monitoring system based on one of the Artificial Intelligence applications “neural 
network” 

The aim of article 

The aim of this article is to create a low-cost monitoring system which can be compiled on the basis of computers 
designed for the general use as well as typical cameras (e.g. network cameras) 
The system assumptions: 

‐ one or two cameras 
‐ limited computability of the equipment and disk 
‐ better functionality than in typical monitoring systems 
‐ algorithm of artificial intelligence – the neural network whose computability is not very  complex 
‐ the ability to recognize particular actions and reactions depending on their character: 

 neutral actions – normal work of the system 
 suspicious actions – generating the warnings by the system, starting recording  

the sequence of frames 
 prohibited actions – alarming, calling the operator and recording the sequence of frames  

The main feature which distinguishes the monitoring system from many others is its ability to take decisions  
in order to prevent the prohibited actions and not only to record them. The following method of solving 
the problem was accepted:  

‐ action was defined as the occurrence of the given movement trajectory in particular period of time 
‐ the movement trajectory is determined on the basis of recognition of the object being observed  

in the successive spheres of observation 
‐ resignation of the constant recording of the images in aid of the recording which is caused by events 
‐ the event causing the recording is the occurrence of the beginning of the action 
‐ introducing the spheres of observation on the image  recorded by the camera limiting at the same 

time the size of the in-put data. 

The method of defining the spheres of observation 

The image coming from the camera is covered by the network of spheres of observation consisting of 125 
elements. The size of the network is determined automatically depending on the picture definition. The network 
density can change adjusting the image from the camera. The network is related to the scene or objects being 
observed whose position may change. However, the main stress is not put here on fluent change of the position 
and following the object. 
The example of using the network related to the scene can be the observation of the gateway. However, in case 
of the network connected with the object, it can be presented by means of observation of a car parked in different 
ways and positions. To sum up, the steps of defining the spheres are as follows: 

(1) determining if the spheres should take the form of  a uniform or condensed network 
(2) choosing the object or the scene 
(3) indicating the essential points of the image for which the system should condense the network 
(4) if needed, defining the size of grid’s fields which is different than the implicit one (implicitly there are 

three types of the size and density of grid’s fields: large, medium and small) 
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(5) in case of the network related to the particular object there is a need of creating the definition of this 
object. The system defines the object on the basis of its simplified shape, colour or its texture. 

(6) If the system is going to be used in applications whose shape does not change or the changes are small 
than in (5) the size of the object is also taken into consideration. It is worth remembering that  
in the systems with cameras there is an apparent change of the object size depending on its distance 
from the camera.  

Fig.1 shows the example of the image seen by means of a camera with a network characterized by reduced 
density. The biggest density is intended for the observed vehicles and it is the situation when the network  
is related to the observed objects.  

 
Fig 1.  An example of the definition of the sphere of observation. Source: Own elaboration. 

The logic of the created system 

As it has been mentioned earlier, the system should inform about the potential risk of the occurrence of the 
prohibited action, which as a result, allows to take remedial. In consequence, the logic of the system should 
provide the proper sensitivity as far as the recognition of the action is concerned and it should also be 
characterized by the ability of limited prediction. It should be remembered that one of the assumptions at the 
beginning of this article was the system’s ability to recognize the neutral, suspicious and prohibited actions. 
Detection of the prohibited action is connected with alarming and calling the operator and that is why the system 
cannot do it precipitously. In other words, the system cannot be too sensitive and its reactions should not be 
exaggerated. It is especially important in case of determining the prediction. Taking into consideration all of these 
assumptions, the logic of the system should demand the occurrence of one of these three sorts of action on the 
basis of the information in the defined spheres of observation. The classic neural networks were used to support 
this solution. It was necessary to decide about the number of layers in the network. It was assumed that the exit 
layer will consist of at least three neurons indicating the occurrence of a particular kind of action. In the entrance 
layer, there should be as many neutrons as the spheres of observation, however, this solution would be enough 
only in case of recognizing the statistical actions. In the presented example the time lag also should be 
mentioned. Time is measured with the occurrence of successive frames. That is why, it is necessary to add one 
more neuron informing about the number of frames which have just appeared. It allows for taking into 
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consideration their movement dynamics, and not only the statistical trajectory. Therefore, it can be assumed that  
in the “minimal” version the number of neurons in the entrance layer amounts to the number of spheres  
of observation enlarged by one.  
Classic neural network consists of one or few hidden layers. In the experiment the number of the hidden layers 
and the number of the neurons in each of them were the object of the simulation analysis whose results will be 
soon discussed in this article. Taking into consideration the previous assumptions referring to computability, two 
and more hidden layers were analyzed.  

The simulation 

The aim of the simulation was to determine the construction of neural network which is the most suitable from the 
viewpoint of the given problem. Such a network should for example: 

- recognize defined actions accurately 
- predict the occurrence probability almost without any mistakes 
- include the least neurons 
- learn quickly 

According to the assumptions accepted previously the network with one and two hidden layers  were analyzed  
paying particular attention to the accuracy of recognizing the actions as well as fast learning.  
Fig.2, Fig.3, and Fig.4 present hypothetical and simplified movement trajectories referring to three types  
of actions discussed previously. Fig.2 deals with the forbidden action, Fig.3 is related to the suspicious action and 
Fig.4 presents the neutral action. The protected sphere is marked with “x” and darkened. The black squares 
represent the recorded trajectory of movement. The number under each of the pictures informs about the number 
of frames falling on the particular trajectory.  

 
Fig. 2. Examples of movement trajectory for the forbidden-alarm action. Source: Own elaboration. 
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Fig. 3. Examples of movement trajectory for the suspicious-warning action. Source: Own elaboration. 

 
Fig.4.  Examples of movement trajectory for the neutral-normal action. Source: Own elaboration. 

 
The elementary picture (1) presented by Fig.2 represents the trajectory going in four steps from the bottom part 
directly to the marked sphere. Below there are some situations, which could occur for the discussed example of 
the scene: 

‐ The prohibited action – if the trajectory ends or goes through the marked sphere (Fig.2) 
‐ The prohibited action which is very probable – if the trajectory with great dynamics goes towards the 

marked sphere (compare the elements (1) and (3) from Fig.2) 
‐ The suspicious action – when the trajectory goes towards the marked sphere but does not reach it, 

the movement dynamics is not important here 
‐ The suspicious action which is very probable  - when the trajectory is near the marked sphere 

regardless of the dynamics (compare elements (5), (6), (7), (8) from Fig.3) 
‐ The neutral action – the movement trajectory is in a short distance away from the marked sphere 

regardless the dynamics (Fig.4). 
Even after analysing Fig.2 roughly it can be seen that if the object moves quickly on the trajectory with the 
marked sphere, the system should inform as quickly as possible the occurrence of the prohibited action before 
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the trajectory reaches the marked sphere. In practice, it would allow to prevent the prohibited action to reach the 
marked sphere in the given example. The permanent persistence of the suspicious action may indicate the 
potential occurrence of the prohibited action. The situations presented on Fig.3 and Fig.4 were chosen in  such  
a way that the situations which at the beginning looked like forbidden after the occurrence of the successive 
frames turned out to be  suspicious for example Fig.3 (1) and Fig.2 (1), Fig.3 (2) and Fig.2 (2) etc. Taking into 
consideration the assumptions that the system should be characterized by the ability to predict the situation, but  
it should not react precipitously, such kind of situations are interesting.  

The simulation results 

During the simulation it was checked how quickly the network with one or two hidden layers is able to learn  
as well as the accuracy of recognition if the action is forbidden, suspicious or neutral.  
• The comparison of the capacity of learning for the network with one or two hidden layers  
Below, there are the tests results of the capacity of learning for the network with one hidden layer depending on 
the number of the neurons in the hidden layer. Fig.5 presents the reduction of mistakes in the process of learning 
depending on the number of epochs. Other progresses refer to various numbers of neurons in the hidden layer.  
It is important to emphasize that at the beginning the number of neurons in the hidden layer improves the 
parameters of learning but after exceeding the certain number of the neurons the situation changes the other way 
round. On the basis of the conducted analysis the formula was defined. It counts the number of neurons in the 
single hidden layer as a quotient of the product and the sum of the number of neurons in the input and output 
layer in the network (1).  

    
outin

outin
h NN

NNN
+

≈
*

      (1) 

where  

inN     – the number of neurons in the entrance layer  

outN  – the number of neurons in the exit layer  

hN     – the number of neurons in the hidden layer. 
If the number of neutrons in the entrance layer is much bigger than the number of neurons in the exit layer (at 
least of an order of magnitude), the radical dependence, which combines the number  of neurons of the hidden 
layer with these from the entrance  and exit layer (2), seems to be more accurate. 

    outinh NNN **2.1≈         (2) 
The analogous simulations were carried out with two hidden layers. The number of the neurons in the first hidden 
layer is chosen on the basis of relations resulting from formula (2). 
The comparison of progresses for various number of neurons in particular hidden layers presented by means of 
Fig.6 indicates the validity of accepting the correlation that the number of neurons in the second layer should be 
smaller by half than the number of neurons in the first layer (according to the rule of pyramids) (3). 

12 *5.0 hh NN ≈         (3) 
Having analysed the networks which learned faster with one or two hidden layers it was included that the network 
with only one layer is able to learn faster. 
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Fig.5. The capacity of learning depending on the number of epochs.  Source: Own elaboration 

 
Fig.6.  The capacity of learning depending on the number of neurons for two hidden layers. Source: Own elaboration. 

• The comparison of the accuracy in actions recognition 
It turned out that the accuracy of the recognition of the action is bigger for the network with two hidden layers than 
the network with just one hidden layer. However, in this case the recognition of the forbidden action during the 
trajectory analysis was precipitate. In consequence, it was the trajectory mostly connected with the suspicious 
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action. That is why, at the dynamic recognition of the action or rather the prediction of the action, the network with 
one layer turned out to be more accurate solution. It is illustrated by Table 1 which shows how the neuron 
network recognized the forbidden-alarm action, and suspicious-warning action in the particular period of time, 
described in Table as steps. Analyzing for example case, it is easy to notice that the network with two hidden 
layers reacts too rapidly and notices in the developing warning situation the alarm situation. It can be easily seen 
in steps 4 and 5 where the network guesses the alarm situation wrongly with the probability bigger than 99%. In 
the successive steps the network recognizes the warning correctly, but taking into consideration the previous 
assumptions such behavior of the network is delayed. For the same steps (4 and 5) the network with one layer 
recognized the alarm with the probability of 1,5% and the proper warning situation with more than 92%. Although 
the network with one hidden layer recognizes the finished actions less accurately than the network with two 
hidden layers, for the investigated application the network with one hidden layer is more suitable.  

Table 1   Example situations recorded by monitoring system 

Response of the system in percentage 

One hidden layer – 19 neurons Two hidden layers – 22 and 11 
neurons 

Example situations 
recorded by 
monitoring system 

alarm warning neutral alarm warning neutral 

Step 1 1,72% 0,19% 98,09% 28,06% 0,08% 71,86% 

Step 2 0,82% 0,41% 98,76% 22,72% 0,08% 77,20% 

Step 3 2,85% 1,93% 95,22% 39,02% 0,08% 60,90% 

Step 4 1,55% 92,43% 6,02% 99,13% 0,79% 0,08% 

Step 5 1,49% 94,62% 3,89% 99,12% 0,80% 0,08% 

Step 6 0,67% 98,83% 0,50% 1,77% 98,23% 0,00% 

Step 7 0,60% 99,03% 0,37% 0,58% 99,42% 0,00% 

Step 8 0,55% 99,08% 0,36% 0,48% 99,52% 0,00% 

Case 1: 
warning 

Step 9 0,73% 98,97% 0,30% 0,34% 99,66% 0,00% 
 

Step 1 6,73% 0,00% 93,26% 5,16% 0,09% 94,76% 

Step 2 1,61% 0,24% 98,15% 56,15% 0,08% 43,77% 

Step 3 0,87% 0,95% 98,18% 73,90% 0,10% 26,00% 

Step 4 1,44% 7,81% 90,74% 94,39% 0,15% 5,46% 

Step 5 97,20% 0,64% 2,16% 98,70% 0,26% 1,04% 

Step 6 76,49% 23,40% 0,10% 2,76% 97,24% 0,00% 

Case 2: 
alarm 

Step 7 98,65% 1,28% 0,07% 12,84% 87,16% 0,00% 

Source: Own elaboration. 
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The applied algorithm of learning 

In the elaborated program was used the algorithm of error backpropagation based on the example found in the 
literature (4). 

    (4) 
where 

 
Paying attention to the given problem the adjustment of the algorithm and coefficients was conducted. The results 
of the adjustment of coefficients α and η is shown by Fig.7. The most proper choice turned out to be α = 0.6 and 

η = 0.2. 
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Fig.7.  The selection of α and η. Source: Own elaboration 

 

After choosing α and η it is possible to estimate the coefficient β. Fig.8 shows the results of experiments for 

various β coefficients. 
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Fig.8.  The selection of β. Source: Own elaboration 

Analysing the mistake dependence upon the number of epochs it can be noticed from Fig.8 that the most 
satisfactory results occur for β which is close to 1.  

The elaborated program is equipped with the mechanism of measuring out the time needed for learning and 
recognizing. According to the assumptions from the beginning of this project the computers intended for the 
general usage were used with Windows 7 Home Premium 64 bit, Dual Core AMD Athlon 64X2 L310 processor 
and 1.2 GHz RAM 2 GB memory. Satisfactory results of learning were achieved after less than 500 epochs and 
the time of learning was 5 seconds. The time of recognition fluctuated in single milliseconds. Those two results 
confirmed the validity of the proposed attitude on the computer equipment intended for the general use which is 
not very expensive. 

The conducted experiments 

The given monitoring conception of the system was implemented according to the policy and used for the image 
analysis coming from the real monitoring. The image referred to the recorded burglaries into the parked cars and 
thefts (film). Fig.9a) presents the network connected with the real car (first from the left) whereas Fig.9b) shows 
the network connected with the silver car- on the right. The conception accepted here related to the network with 
the variable density. 

 
a) b) 

Fig.9. Image from the camera with the network put by the monitoring system. Source: Own elaboration 
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Two examples of the neuron network with one hidden layer were considered. The number of neurons in the 
hidden layer was established according to pattern (2) while in the adjustment algorithm the accepted coefficients 
were α  =  0.6, η = 0.2 and β =1.05. The network was taught on the basis of the patterns worked out according 
to the human intuition patterning on the trajectories analysed on Fig.2, Fig.3 and Fig.4. The expert’s knowledge 
was used for working out these patterns. 

The practical method of adjusting the system 

The simulation analysis and the experiments conducted in real situations let to formulate some practical rules of 
configuring of the elaborated system fir other applications. 

• Determining the network 
The network can be chosen as homogeneous or with changeable density. Then, the system operator has to 
indicate the crucial sphere in the image seen by the camera and establish if the network should be 
connected with the scene being observed or if it should be the object in that scene. 
• Teaching the network 
In the situation where the current application is very similar to the previous one, the predefined network 
without teaching can be used. For example, if take into consideration the car park similar to the one 
presented by Fig.9 etc. If the current situation is totally different from the ones available in the previous study, 
the proper patterns should be prepared. 
It is important that they can be prepared in two ways: 
1) Recording the mock situation or 
2) Determine on the basis of the expert knowledge the trajectories by indicating the proper spheres of the 

network.  
Generally, there are even several dozen and that is why it is the task available for the human perception and 
possible to be released in short time. The system operator has to prepare the trajectories analogous for those 
presented by Fig.10 b) and c) in the form of the marked spheres of the network. 
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Fig 10.  Course of events in the burglary: a) The network put by the system, b) Suspicious action from the point of view of the 
in-put neurons, c) The prohibited action. Source: Own elaboration 

Conclusions 

The presented monitoring system fulfils all the aims established at the beginning of this article which referred to 
creating low-cost monitoring system which can be combined on the basis of computers intended for general use 
as well as typical cameras such as network cameras. In addition, the main characteristic feature distinguishing 
this particular monitoring system from others available on the market was discovered. This feature refers to the 

a) 

b) 

c) 
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ability of take to prevent the prohibited actions and not only to record them. The use of typical neuron network 
with the standard configuration allowed to receive satisfactory results.  
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DATABASE AND KNOWLEDGE BASE AS INTEGRAL PART OF THE INTELLIGENT 
DECISION SUPPORT SYSTEM, CREATED FOR MANUFACTURING COMPANIES  

Monika Piróg-Mazur, Galina Setlak 

Abstract: The paper presents the structure of a database and a knowledge base which are the integral part of 
the Intelligent Decision Support System, being developed for a manufacturing company operating in the glass 
industry. Both modules will be used in the advisory system, whose functions will be classification of defects of 
products (here: glass packaging, e.g. bottles, jars) and selection of an appropriate (the most beneficial) method of 
elimination of defects arising in the manufacturing process. 
Keywords: intelligent decision support systems, knowledge base, knowledge representation, reasoning process. 

ACM Classification Keywords: I. Computing Methodologies, I.2.1 Applications and Expert Systems, 
J. Computer Applications, 

Introduction 

In a manufacturing company making decisions in the scope of production preparation processes is a basic and 
key element of the whole manufacturing process.  
It is essential for manufacturing companies to obtain information necessary to make an appropriate decision as 
soon as possible. They employ a lot of experts and specialists to react appropriately at every moment and to 
make suitable decisions. Decision-making processes are also supported by integrated computer systems, which 
continuously gather data and analyse different areas of the manufacturing process.  
Decision support systems using artificial intelligence techniques are the systems which combine the potential for 
gathering and processing enormous amounts of data, using increasingly diversified models and intelligent utilizing 
data and knowledge gathered. The main purpose of development of an intelligent decision support system is to 
reflect experts' knowledge and experience, which are indispensable for solving problems by the system. 
Integration of intelligent methods allows to create better and more precise methods which can be applied in this 
field. In intelligent systems reasoning plays the most important role. The indicator of a system's "intelligence" is 
the ability to make decisions (through the reasoning process) and the ability to learn and acquire knowledge 
[Rojek, 2010]. 
Intelligent Decision Support Systems (IDSS) are the systems which have the potential for gathering and 
processing huge amounts of decision-making information, conducting analyses of the information and using 
diversified models, data and knowledge gathered to solve complex decision-making problems. The essential 
parts of an intelligent decision support system are a database and a knowledge base [Zieliński, 2000].  
A database is one of the most important sources of decision-making information for a knowledge base in an 
IDSS. A database plays a basic role when developing a knowledge base in order to support the technological 
process, including the quality control process. The purpose of this paper is to present the issues concerning the 
development of these two component parts of the advisory system being developed. 

Characteristics of the selected object of research. 

The design of the intelligent decision support system, which is presented in this paper, is being realized for the 
Glassworks, a company operating in the sector of large companies. In total, the glassworks has 14 production 
lines, which work in a three-shift system; the capacity of one production line per one shift is 200,000 items of 
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finished product. To illustrate it better – an automatic machine works with the speed of 275 drops (gobs of molten 
glass) per minute. 
The concept to develop an intelligent decision support system arose after analysing the literature on the subject 
and numerous visits in the Glassworks. It was found that there was no algorithm to be applied in the case of 
discovering a defect of a product (here: glass packaging, e.g. bottles, jars) and for selection of an appropriate (the 
most beneficial) method of elimination of defects which occur during the production process.  
The intelligent decision support system being designed should allow to classify product defects and to select an 
appropriate (the most beneficial) method for their elimination. The system being developed should support a line 
operator and a production line manager to a degree which is comparable with the support provided by a specialist 
(an expert) with high qualifications. Effects of the operation of the advisory system operation will allow operators 
and line managers to make appropriate decisions to eliminate production defects, and in consequence, to 
improve the technological process [Piróg-Mazur, 2010]. 
Before setting about working on the expert system being discussed initial assumptions and a method of the 
system development have been defined: 

• the system should suggest solutions within the defined range – supporting a user in solving decision-
making problems in the process of finished product quality control, i.e. classification of defects of 
products (bottles) as well as analysis and selection of an appropriate method of defect elimination, which 
will also allow to improve the technological process, 

• the system should be user-friendly, a user is not required to be an expert in the field, the user interface 
will be based on questions and answers in the natural language,  

• the system should provide texts, drawings and possibly simulations - databases in the form of text and 
graphic files, which contain additional or more complete information, 

• the system can be developed in any programming language. 
The technological process in the Glassworks precisely defines the process of converting a raw material (semi-
finished product) into a finished product, which is compliant with requirements specified in a project. Development 
of technological processes is a very important phase of production preparation. However, its automation is very 
difficult due to large contribution of the experience of process engineers to the designing process. Traditional 
designing of technological processes is dominated by the activities which to a large degree are based on the 
experience, skills and intuition of a process engineer. Technological processes and their costs are dependent on 
a process engineer’s experience.  
When designing a technological process information from different sources is used. Technological processes are 
influenced by different kinds of information and limitations: information on a product, limitations related to 
technological capabilities of a manufacturing company and output, requirements concerning a product 
manufacturing, competences of a process engineer (professional experience, creativity), methods and resources 
used in technological planning and data gathered previously (technological databases and knowledge bases) 
[Rojek, 2010]. 
According to the definition, a technological process is a quantitatively and qualitatively structured set of actions 
that change physical properties (shape, size), the form or chemical properties of a specific substance (material). 
Technological process, together with support actions (transfer of material), constitutes a production process that 
results in a final product. The process of glass production comprises 9 main actions, connected with transforming 
raw materials and materials into ready products (for the purpose of an external recipient). 
- Glass batch preparation – accurately weighed out and mixed raw materials constitute the so called batch. 

Glass cullet is a very important raw material. Even 80% of natural resources can be replaced with it.   
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- Melting – the batch is transported to the foundry furnace, namely the glass melting furnace and melts in the 
temperature of 1500*C. Such a high temperature is provided by gas fire burners, situated on both sides of 
the glass melting furnace. Molten glass is pushed by a new portion of batch. 

- Forming process – a stream of molten glass is cut into sections – drops of glass (known as gobs) of a weight 
that corresponds to the weight of the container being formed. Gobs are transferred to forming machines. The 
compressed air shapes, in the initial phase, a glass bubble that falls into the moulds where it takes on its final 
shape. 

- Hot refinement – bottles or jars are transferred to a tunnel-chamber where the compound of tin is sprayed. It 
penetrates the glass surface and results in higher mechanical resistance of wares and gives them shine. 

- Tempering – Wares are moved slowly on a conveyor belt inside a tunnel-lehr and solidify under control. It 
protects bottles against future cracking. 

- Cold refinement – cooled glass wares are subject to a process that makes them still more shining and 
flexible. 

- Quality check and sorting – it is automatically checked whether wares have flaws. If yes, the machine 
immediately eliminates defective wares. 

- Packaging an lamination – once the wares have bee checked, they are conveyed to an automatic machine – 
palletizes, which arranges them in layers on pallets and protects them with a heat-shrinkable film. Packed 
wares are transferred to warehouses. 

- Storage and shipping – prepared to client’s order wares wait in the warehouse to be shipped 
[Stowarzyszenie Opakowań Szklanych, 2010]. 

In the case of such an extended production process the probability of occurrence of defects is very high. 
Optimization of the technological process is essential for the company. 

Characteristics of database 

A database development process comes down to defining objects in individual objects/tables and their attributes. 
When designing the database the following questions have been asked: 
- what data are we interested in? 
- what format will they have? 
- how are they related to each other? 
Large production lines, which consist of several dozen machines linked to each other, have measurement points. 
Currently, in the glassworks data from measurement points are collected by PIC - Production Information 
Computer. Controlling the software (setting parameters which should be checked: glass wall thickness, profiled 
body, bottle neck, bottom, setting sensitivity – permissible norm and ideal norm) is indispensable for maintaining 
desired parameter values on a constant level. These parameters are adjusted every time when a product range 
(a product) is being changed. Control and measurement apparatus adjusts sensitivity. Sensitivity to critical 
defects is set to 100%. The higher sensitivity (expressed numbers) the larger number of rejects. 
PIC software provides the following information: 
- summary of losses on a specific production line, 
- summary of losses in the whole glassworks, 
- summary of rejects on a measurement point (cold end), 
- losses on a selected production line, 
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- losses on a selected production line (detailed report), 
- rejects per specific defects (percentage value), 
- rejects per specific defects (number of items), 
- machine downtime report, 
- summary of results on all production lines, 
- switching to another production line. 
Dynamic data are related to the defects being monitored - a number of defects in time intervals: in 10 min., in an 
hour, in one shift and in 24 hours. Table 1 contains real data from one production line. There are 5 measurement 
points (FP1, ..., FP5) situated along the line, which record quality and quantity of defect occurrences. The table 
presents numbers of defects, their abbreviated names, percentage values in individual measurement points (FP) 
and their totals. 
 

Table 1 . Data extracted from measurement points one production line. Source:: System PIC 

  
One of the first phases of the database designing process is development of a conceptual data model, which is of 
key importance for usefulness and quality of a database being designed. It is created independently of solutions 
characteristic for any logical models and database management systems. The conceptual model will allow to 
present the technological process described above in a formalized way. The main purpose of database 
conceptual modelling is to create a design which reflects the fragment of reality being analyzed, which is free of 
details that would locate it among models of a specific class (object, relational or others) and which is 
independent of a programming platform. The final effect of the conceptual designing process is a design 
containing three kinds of elements [Put, 2009]: 
- facts, i.e. objects and events, which are to be stored in a database, 
- attributes which describe individual facts, 
- types of relationships between facts. 
A design is typically presented graphically in a form of an entity-relationship diagram, which is supplemented with 
a detailed text description of information which it contains. In the diagram, facts are usually denoted with 
rectangles, attributes are denoted with ellipses and relationships between facts are denoted with lines linking 
rectangles and with symbols near lines which describe a type of relationship (Fig. 1). 
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Fig. 1 Example of conceptual design - graphic form (fragment/episode). Source: own work 

Selection of the relational model as a data storage method means that it is necessary to translate a universal 
conceptual design into a design in which data about facts is stored in tables, and attributes - according to the 
assumptions of the relational model – are atomic, which sometimes means the need to create additional tables 
and relationships between them. The logical design, presented in the form of a diagram, in the further phase of 
the process will be a basis for creation of a physical design and its implementation in a selected relational DBMS 
[Put, 2009]. 
Fig. 2 presents the relational database design developed on the basis of the conceptual design. 
A database conceptual design, which is the final effect of the designing process participated by a future user, is 
the basis for creation of a logical design, which takes into account the specifics of a system in which the database 
will be implemented. The universal character of the conceptual model and its independence of the logical model 
allow to design databases not taking into account details of a particular model type. 
 

 
Fig. 2. Relationship database Source: own work 
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The following tables have been included in the relational database model: 
- Products table - contains information on a product manufactured (product card, finished product 

specification), 
- Materials table - contains information on materials (semi-finished products) used, 
- Operations table - contains a list of operations carried out subsequently (technological operations), 
- Auxiliary Operations table - contains a list of auxiliary operations to be carried out in the case of specific 

products (additional operations), 
- Defects table - contains detailed information on individual defects. 
The database contains vocabulary data and dynamic data and operates in real time. Vocabulary data concerns 
subject-matter objects and it changes much slower; however, it is also updated if objects are changed. As far as 
dynamic data is concerned, the database is archived periodically due to fast growth of data and a huge number of 
records. Dynamic data is related to gathering measurements from measurement points (FP), which read 
instantaneous measurements. This data will be used in the knowledge acquisition system as teaching files. The 
database structure is still being developed. 
In the current phase, the largest collection of data is data containing classification of defects and complementary 
data containing a list of defects, defect descriptions, photos, reasons for occurrence of defects and methods of 
their elimination.  
Measurement data indicates correlations between defects. A few correlations between defects are presented 
below:   
- If the defect "melted bottom" occurs, the defect "deformed bottle lip" in a similar quantity can also be 

expected; in this case there is a lack of glass needed to form a bottle lip,  
- uneven bottle – uneven bottle lip, 
- thin bottom – thin glass walls – thin product. 
Defects which are classified as critical are defects which may cause hazardous conditions for a product user 
(every defect which may result in glass inside a bottle). Products with such defects should not get into the 
annealing furnace. If they get into the annealing furnace, this fact should be reported to the cold end and these 
products should be rejected before they reach the end of the annealing furnace. It should be remembered that 
any of these defects may cause injury to a customer or a consumer. 

Technological knowledge base in a company 

Technological knowledge plays a very important role in a manufacturing company. Systems supporting the 
design of technological processes, currently being developed, allow to make different methods of data 
presentation available, transform and exchange data.   
Knowledge acquisition is a process of defining knowledge, on the basis of which an expert system will provide 
answers in the form of an expertise. Defining knowledge consists in acquiring knowledge from an expert in a form 
which allows formalizing it. An expert in a given field is responsible for the content of knowledge, whereas a 
knowledge engineer is responsible for its form.  
Technological knowledge is a collection of information on a technological process realized in specific conditions 
of a given enterprise. The contribution of an expert and a knowledge engineer are described in the reference titles 
[Rojek, 2007]. Technological knowledge is a dynamic collection, i.e. it changes in time along with changes of a 
technological process. Additionally, it is assumed that technological knowledge may be processed in the way 
specific to the phases of an advisory system development. The following phases of the process are distinguished: 
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- acquisition of technological knowledge, 
- development of technological knowledge representation models, 
- recording knowledge in a system’s technological knowledge base. 
A knowledge engineer uses the following information for assessment of knowledge sources: 
- information necessary to carry out work (materials from non-serial and serial publications), 
- information concerning all processes realised in the production system (materials collected in the 

Glassworks, consultations with the plant manager of O-I Produkcja Polska, consultations with specialists 
having expertise knowledge on different phases of the technological process - an expert's knowledge), 

- methods of finished product quality assessment (ideal norm and permissible norm), 
- possible variants of modernisation (purchase of new machines, modernisation of existing machines, new 

technologies, new materials etc.), 
- criteria for assessment of variants of the system development. 
As a result of a dialogue, on the basis of data entered by a user and data from measurement points the expert 
system will perform a process consisting of: 
- recognition of a defect of a product (here: bottles) and its classification into one of the groups (e.g. Group 0 - 

critical defect - leaky bottle lip, overblown bottle lip/collar, scratches in a bottle lip/collar), 
- recognition of the cause of a defect (a mechanical defect, a defect of a form etc.), 
- determining ways or methods of elimination of a defect, 
- selection of an optimal solution out of previously determined methods. 
On the basis of the process presented above the system suggests a method of elimination of product defects 
occurring on the production line. 
Artificial intelligence package SPHINX by AITECH will be used for development of the intelligent decision support 
system. The following software tools will be used for the implementation of the system: PC-Shell – expert system 
shell – for development of basic modules of the system, CAKE – for presentation of knowledge elements and 
explanation how they are used and DeTreex – to acquire knowledge, decision-making rules from the database.  
PC-Shell shell system is a hybrid system with the blackboard architecture, so it may use different sources of 
knowledge for solving problems. PC-Shell 4.5 supports the following sources of knowledge: expert knowledge 
bases, applications based on neural networks and databases with text explanations.  
A knowledge base in the PC-Shell system is divided into five blocks: the block of knowledge sources description, 
blocks of facets, rules, facts description and the block of control. A knowledge base in PC-Shell may contain the 
following elements: 
- descriptions, or in other words, facts, which are indicative sentences. A fact may be represented in the form 

of a relationship between certain objects and have different features (attributes), 
- rules, which are indispensable for solving a problem in a given field, 
- relationships,  
- procedures. 
The general format of description of rules in PC-Shell is presented below: 

[number_of_rule :]   conclusion1  if 
condition_1 & condition_2 &...& condition_n. 

Example: 
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[Rule No.1:] <misadjustment of plunger and guide ring> if 
<uncentred plunger cylinder>&<plunger cylinder is not aligned with invert> 

& <too low plunger cylinder> & <glass reaches plunger> 
All rules are numbered and express logical associations between elements of knowledge in a given field or they 
contain a description of certain actions. Facts, expressed in the form of indicative sentences, represent elements 
of knowledge and they are treated as statements or conclusions. There are clear semantic associations between 
rules and facts [Piróg-Mazur, 2011, Buchalski, 2005]. 

Conclusion 

Manufacturing companies currently operating in the market collect more and more data on production processes, 
delivery processes, customers and their requirements, products' susceptibility to failure and control processes. 
The decision-making process is a process consisting in processing information. Classical methods of acquiring 
and analyzing information often fail, and additionally, they often refer to legacy data.  
The paper presents the characteristics of the selected object of research, the conceptual data model, 
formalization of knowledge and the information collected during visits in the manufacturing company for which the 
intelligent decision support system is being developed.  
The need for development of an intelligent decision support system arose from the practice and numerous 
meetings with a production line manager. It was realized that there was a lack of algorithms of action in the case 
of finding a defect of a product (here: glass packaging, e.g. bottles, jars) and for selection of an appropriate (the 
most beneficial) method of elimination of defects.  
The system being designed, which is based on integration of selected tools of artificial intelligence and a 
knowledge base will allow to solve complex problems occurring in the production system faster and more 
effectively, using experience and intuition of a manager as an expert [Piróg-Mazur, 2011]. 
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STUDY OF INTEGRATION ALGORITHM AND TIME STEP ON MOLECULAR 
DYNAMIC SIMULATION  

Janusz Bytnar, Anna Kucaba-Piętal 

Abstract: A simulation is reliable when the simulation time is much longer than the relaxation time of the 
quantities in question. The aim of this work is to address the question when Molecular Dynamics (MD) simulation 
is reliable and how it depends on the integration algorithms and optimal time step. There were certain problems 
related to the choice of integration algorithms on Molecular Dynamics simulations. The effect of time step on 
convergence to equilibrium in Molecular Dynamics simulation has been studied. 

Keywords: Molecular Dynamics, computer simulations, integration algorithms 

ACM Classification Keywords: A.0 General Literature - Conference proceedings  

Introduction 

After obtaining the results of a research, each scientist needs to consider verification and validation of those 
results. Computer simulation of molecular systems is playing an ever growing role in academic and industrial 
research. In areas ranging from materials science and chemistry to pharmacy and molecular biology, computer 
simulation is already a part of daily practice. The behavior of a variety of molecular systems can be studied by 
using the Molecular Dynamics (MD) simulation method. These include liquids, solutions, electrolytes, polymers 
such as proteins, DNA, and polysaccharides, as well as membranes, liquid crystals, crystals, and zeolites [Allen, 
1987], [Bicout , 1996]. 
Computer simulation of molecular systems requires software to calculate the interatomic interactions and to 
integrate the equations of motion [Griebel, 2007]. 
Many models, for example in materials science or in astrophysics, contain large number of interacting bodies 
(called particles), as for example stars and galaxies or atoms and molecules. In many cases the number of 
particles can reach several millions or more. For instance, every cubic meter of gas under normal conditions (i.e., 
at temperature of 273.15 Kelvin and pressure of 101.325 kilopascal) contains 2.68678 x 10^25 atoms (Loschmidt 
constant). 12 grams of the carbon isotope C12 contain 6.02214 x 10^23 atoms (Avogadro constant).  
These are some of the reasons why computer simulation has recently emerged as a third method in science 
besides experimental and theoretical approaches. Over the past years, computer simulation has become an 
indispensable tool for the investigation and prediction of physical and chemical processes. In this context, 
computer simulation means the mathematical prediction of technical or physical processes on modern computer 
systems [Griebel, 2007].  
The deterministic method of Molecular Dynamics (MD) simulation, although theoretically valid for the whole range 
of densities, is employed mainly for liquids and solids [Allen, 1987]. The long flight paths between collisions of gas 
molecules make the method of Molecular Dynamics prohibitively expensive, while other methods, like e.g. Direct 
Monte-Carlo Simulation, can give satisfactory results at much lower computational cost. Molecules in liquids are 
densely packed and remain in constant contact with the neighbours. Under such conditions Molecular Dynamics 
seems to be the most accurate and, at the same time, the most efficient simulation method.  



ITHEA® 

 

212 

Molecular Dynamics requires the description of the molecules and the forces acting between them. Perhaps the 
most often, to describe the Van-der-Waals forces, the Lennard-Jones potential is used. It assumes that the  
molecules are spherically symmetric, repelling one another at close and attracting at far distances.  

Procedure of Molecular Dynamic  
Molecular Dynamics (MD) is a computer simulation technique:  

• the time evolution of interacting atoms is followed by integrating their equations of motion. 
• the laws of classical mechanics are followed, and most notably Newton's law:  

iii amF =  (1) 

 
22 dtrda ii ==  (2) 

• The Molecular Dynamics (MD) procedure can be written as follows: 
 
 
 
 
 
 
 
 
 
 

• Given the initial set of coordinates and velocities, the subsequent time evolution is in principle 
completely determined. 

• Atoms and molecules will ‘move’ in the computer, bumping into each other, vibrating about a mean 
position (if constrained), or wandering around (if the system is fluid), in a way similar to what real 
atoms and molecules do.  

• The computer calculates a trajectory of the system 
• 6N-dimensional phase space (3N positions and 3N moments).  

The orientation of the molecules can be represented in several ways, however the use of quaternions [Refson, 
2001]  seems to be the most advisable. The most important advantage of quaternions is the fact, that  they lead 
to equations of motion free of singularities (which is not the case for e.g. Euler angles). This, in turn, leads to 
good numerical stability of the simulation.  
Integration algorithms used in Molecular Dynamics simulation are based on finite difference methods, with 
discretized time and the time step equal to ∆t.  Knowing the positions and some of their time derivatives at time t 
(the exact details depend on the type of algorithm), the integration scheme gives the same quantities at a later 
time (t + ∆t). With such procedure the evolution of the system can be followed for long times [Allen, 1987] . 
 
 
 

http://www.fisica.uniud.it/~ercolessi/md/md/footnode.html#77
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Stages of simulation: 
Initiation: placing the molecules of water and the copper atoms in the knots of crystalline mesh. After that the 
velocities of the molecules are initialized. Their values are sampled at random from the Maxwell – Boltzmann 
distribution for the assumed temperature. 
Balancing: after initiation the positions of molecules are far from equilibrium. The whole ensemble is allowed to 
move freely for some time to attain equilibrium positions. This is always connected with decreasing the potential 
and increasing the kinetic energy of the molecules, i.e. increasing the temperature of the medium. This excess 
temperature must be removed by a suitable “thermostat”.  
Actual simulation: after attaining equilibrium, the simulation starts. The required data (specified in advance) are 
accumulated in “dump-files” in preselected time intervals. Any property of interest. 

Integration Algorithms 

The engine of a Molecular Dynamics program is the time integration algorithm, required to integrate the equation 
of motion of the interacting particles and follow their trajectory. 
The integration scheme gives the possibility to find particle position at a later time t + Δt. By iterating the 
procedure, the time evolution of the system can be followed for long times.  
Of course, these schemes are approximate and there are errors associated with them. In particular, one can 
distinguish between: 

• Truncation errors, related to the accuracy of the finite difference method with respect to the true 
solution. Finite difference methods are usually based on a Taylor expansion truncated at some term, 
hence the name. These errors do not depend on the implementation: they are intrinsic to the 
algorithm. 

• Round – off errors, related to errors associated to a particular implementation of the algorithm. For 
instance, to the finite number of digits used in computer arithmetic. 

Both errors can be reduced by decreasing Δt. For large Δt, truncation errors dominate, but they decrease quickly 
as Δt is decreased. For instance, the Verlet algorithm has a truncation error proportional to Δt^4 for each 
integration time step. Round – off errors decrease more slowly with decreasing Δt, and dominate in the small Δt 
limit [Ercolessi, 1997].  
Using time integration techniques, it is possible to determine the velocity and position of a particle from its 
acceleration. There is a variety of different numerical methods available, however the nature of Molecular 
Dynamics simulations has narrowed down the field to a handful of methods. Methods which require more than 
one force calculation per time step are considered wasteful and can only be considered if the time step can be 
proportionally increased, while still maintaining the same accuracy. 
Similarly, adaptive methods that change the time step dynamically are useless due to the rapidly changing 
neighbourhood of each atom. As a result, only two methods have become mainstream in Molecular Dynamics 
field, that is, the Verlet method and predictor-corrector method [Rapaport , 2004]. 
Both methods are based on finite difference techniques, derived from the Taylor expansion of the r(t). 
Basic Verlet Method 
In Molecular Dynamics, time integration algorithm that is used very common is Verlet algorithm [Verlet, 1967]. 
The basic idea is to write two third-order Taylor expansions for the positions r(t), one forward and one backward 
in time. The basic form of the Verlet method is defined by the equation: 

)()()()()(2)( 42 tOtatttrtrttr Δ+Δ+Δ−−=Δ+  (3) 
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where a(t) is the acceleration. Via the combination of the force calculation with Newton's second  law of motion, 
the acceleration is defined as 

))(()/1()( trUmta ∇−=  (4) 

While not required for computation, the velocity variable can be found by using the equation 

t
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The Verlet algorithm uses positions and accelerations at time t and positions from time t-Δt to calculate new 
positions at time t+Δt. The Verlet algorithm uses no explicit velocities. The advantages of the Verlet algorithm are: 

• It is straightforward 
• The storage requirements are modest 

The disadvantage is that the algorithm is of moderate precision. 
A problem with this version of the Verlet algorithm is that velocities are not directly generated. While they are not 
needed for the time evolution, their knowledge is sometimes necessary. Moreover, they are required to compute 
the kinetic energy EK , whose evaluation is necessary to test conservation of the total energy E = EK+EP. We can 
also calculate temperature of the simulated molecular system from kinetic energy.  

TkE BK 2
1

=  (6) 

Where kB is the Boltzman constant, T is the temperature. 
This is one of the most important tests to verify that a Molecular Dynamics simulations of real processes is 
proceeding correctly. 
However, the error associated to this expression is of order ∆t2 rather than ∆t4. To overcome this difficulty, some 
variants of the Verlet algorithm have been development. 
 
Velocity Verlet Method 
However more common algorithm is a related one, Velocity Verlet algorithm. Here the velocity, position and 
accelerations at time t+∆t are obtained from the same quantities at time t [Verlet, 1967]. This uses a similar 
approach but explicitly incorporates velocity, solving the first-time step problem in the Basic Verlet algorithm: 

2)(21)()()( ttattvtrttr Δ+Δ+=Δ+  (7) 
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Beeman Method 
This algorithm is also closely related to the Verlet algorithm 

22 )(61)(32)()()( tttattattvtrttr ΔΔ−−Δ+Δ+=Δ+  (9) 
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The advantage of this algorithm is that it provides a more accurate expression for the velocities and better energy 
conservation. The disadvantage is that the more complex expressions make the calculation more expensive 
[Beeman, 1976]. 
A variant of the Verlet method, called the velocity-Verlet method, addresses this problem by directly including the 
velocity in computation. As a result, particle velocities are known at the same time step as coordinates, and the 
high-order accuracy of the method is maintained. Additionally, particle velocities are necessary for kinetic energy 
calculations, which play a critical role in most Molecular Dynamics simulations [Haile, 1997]. 

Time Step 

Lennard – Jones potential is the most popular interaction potential used in Molecular Dynamics (MD) simulations 
to describe Van-der-Waal forces [Karniadakis, 2005]. The form of the Lennard – Jones potential is as follows: 
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where � and � are the Lennard – Jones parameters that depend on the atoms involved in the interaction. Note 
that: 

• � is related to the interaction strength, and a higher � corresponds to a higher interaction energy 
between the atoms 

• � corresponds to the distance at which the potential between the two atoms goes to zero, which can 
be approximately taken as the diameter of a fluid atom. 

The term ~1/r12, dominating at shorter distance, models the repulsion between atoms when they are brought very 
close to each other. 
The term ~1/r6, dominating at large distance, constitute the attractive part. This is the term which gives cohesion 
to the system.  A 1/r6  attraction is originated by van der Waals dispersion forces, originated by dipole – dipole 
interactions in turn due to fluctuating dipoles. These are rather weak interactions, which however dominate the 
bonding character of closed – shell systems, that is, rare gases such as Argon. Therefore, these are the materials 
that Lennard – Jones potential could mimic fairly well [Ercolessi, 1997]. The parameters � and � are chosen to 
fit the physical properties of the material. 
In the Molecular Dynamics (MD) simulation with Lennard – Jones interaction potentials, the time and the other 
physical quantities are represented and typically computed using reduced units. Table 1 summarizes the units for 
various quantities used in simulations for instance, length, temperature, and density. In the Table 1, symbols � 
and � denote constants as defined in equation (10), kB is the Boltzman constant, and m is the mass of a atom.  
 
Table 1. Units for various quantities in Lennard – Jones fluids [Griebel, 2007], [Karniadakis, 2005]  

Length δ  Velocity (ε /m)1/2 

Mass m Shear rate (ε /mδ 2)1/2 

Energy ε  Stress ε /δ 3 

Time (mδ 2)/ ε )1/2 Viscosity (mε )1/2/δ 2 

Number density δ -3 Diffusivity δ (ε /m)1/2 

Temperature ε /kB   

In many publications [Griebel, 2007], [Karniadakis, 2005] authors calculate time step from the formula: 
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ε
δ 2

*001,0 mt =Δ  (12) 

We intended to use as large a time step as possible so that we can explore more of the phase space of the 
system. However, since we truncate the Taylor’s series expansions, the time step needs to be small enough so 
that the expansion can provide a reliable estimate of the atomic positions and velocities at the end of the time 
step (see Fig. 1). For typical algorithms with a time accuracy of order three, one uses a time step that is a fraction 
of the period of the highest-frequency motion in the system [Karniadakis, 2005]. For a typical simulation of water 
transport, where the O – H bond length is fixed, a time step size of 1.0 to 2.0 fs is commonly used. 
 

 

Fig. 1. The effect of the small and large temporary step 

Results 

The aim of the research was to analyze the influence of integration algorithm and time step on the computational 
time and memory complexity. Also influence of the size of molecular systems on efficency integration algorithms 
was studied. 
The simulations were carried out for one molecular model of water TIP4P and three integration algorithms were 
applied: Velocity Verlet, Beeman and Beeman algorithm with Predictor – Corrector modifications.  
We use for all algorithms different time steps ∆t = 0,00001, ∆t = 0,00002, ∆t = 0,00005, ∆t = 0,0001 and ∆t = 
0,0005 picosecond long. The calculations were carried out over 100 000 time steps. 
The program MOLDY [Refson, 2001], suitably modified, was used for this purpose. Moldy is free software; which 
may redistribute it and/or modify it under the terms of the GNU. 
The physical properties of materials and their electrostatic interactions were taken into account. The number of 
water molecules was equal to 500 and 20000. The periodic boundary conditions were applied. The Lennard-
Jones potential was assumed for interactions between water molecules [Kucaba – Pietal, 2004], [Bytnar, 2008].   
Molecular Dynamics is always an approximate science approach, the longer the time step, the less accurate the 
results. In the worst case scenario, the time step will allow atoms to move too far between single iterations, 
allowing atoms to get closer together than they ever could in a real liquid. This usually causes an incorrect “chain 
reaction”, whereby two close particles repel at a much faster speed than normal causing them to bump even 
closer other atoms, which are repelled at an even greater velocity. This effect compounds until all atoms are 
moving at unrealistic speeds and eventually arithmetic overflows will occur. When we attempted to use larger 
time step (1 fs) the program crashed. 

Small time 
step

Large time 
step

∆t 

∆t 
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If we only consider figures 2-5 then we can deduct that ideally time step should be as small as possible.  
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Fig. 2. The time of the whole simulation (500 molecules of water) – Integration algorithms with various time steps 
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Fig. 3. The reservation of the temporary memory (500 molecules of water) – Integration algorithms with various time steps 
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Fig. 4. The time of the whole simulation (20000 molecules of water) – Integration algorithms with various time steps 
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Fig. 5. The reservation of the temporal memory (20000 molecules of water) – Integration algorithms with various time steps 

In figures 2-5, several different time step simulations were run in different integration algorithm. Using a small 
time step of 0,00001 ps gives good results connected with the reservation of the memory and the time of the 
whole simulation. The increment of the  time step forces the use of the greater spaces of the memory and time of 
the whole simulations. 

Conclusions 

In Molecular Dynamics simulation, there exist several algorithms to realize equations of motion of molecular 
systems.  
From the presented diagrams we can see that the choice of these algorithms with correct time steps decides 
about the time of the whole simulations and also about the necessary reservation of the memory. 
The choice of the time step in integration algorithm from equation (11) can be good for abstract molecular 
models. However, this type of simulations does not take into account many factors, which are very important for 
simulations of real materials. In Molecular Dynamics simulations of real processes not only speed of calculations 
and reservation of the memory are important. In this case what is very important is the thermodynamics of the 
simulated molecular configuration during the whole simulation as also the obtained results of physical properties 
simulated materials which in confrontation with the results of these materials in the larger scale will be 
satisfactory. 
The influence of the correct choice of the time step was also present in paper [Bytnar, 2010]. From the presented 
diagrams (considered in paper [Bytnar, 2010]) it is clear, that for the problems considered, i.e. real flows in 
nanochannels, the Gaussian thermostat is much more efficient if the time step ∆t is well chosen. 
If we consider only time of the whole simulations and required memory (see Figures 2-5) we can say that the best 
performance and accuracy is if the time step is as small as possible also for small and large molecular systems. 
Additionally we can see that the performance of all integration algorithms (Velocity Verlet, Beeman and Beeman 
with Predictor – Corrector modifications) is very similar also for small (500 molecules of water) and large (20000 
molecules of water) molecular systems. This means that the choice of the integration algorithm does not have 
large signification for Molecular Dynamics simulations. 
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The smaller time step effects enlargement of the time of the whole simulation and the required memory, however 
the larger temporary step can effect generating the inaccurate trajectory of motion. Clearly, the larger time step, 
the less accurately our solution will follow the correct classical (see Fig 1). 
From the presented figures in this paper it can be deduced that a good way of checking whether the time step is 
satisfactory is to run an equilibrium simulation of small molecular system because results for small (500 
molecules of water) and large (20000 molecules of water) molecular system are wery similar.  
In summary, the choice of time step has a big impact on accuracy of simulations. It is recommended that, to avoid 
the incorrect “chain reaction” phenomena, if two atoms get unrealistically close, the user should be warned that 
the time step should be decreased and be given the option to terminate the program since the results are already 
effectively useless. A more advanced program might provide warnings if the user enters an unrealistically large 
time step before the simulation is allowed to start.  
The physical explanation of other peculiarities of the presented diagrams, particularly the thermodynamics 
properties molecular systems, requires further investigation.  
The study of Verification and Validation methods gives the possibility of the construction of the correct computer 
model to the description of the studied phenomenon, how also receipt of the exact and authentic results of 
computer simulations. 
Influence on the results of the simulation in the Molecular Dynamics method has e.g. Integration algorithms and 
time step, molecular model of water or another material, mechanisms to control the temperature of the system 
(thermostats). Therefore, the study of the methods of Verification and Validation will be closely connected with the 
above mentioned factors. 
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INFORMATION SYSTEMS FOR METROLOGY 

Roman A. Tabisz, Łukasz Walus 

Abstract: An important application of the information technology (IT), which is the creation and improvement of Information 
Systems for Metrology (ISM) is discussed. These systems initially had a form of Metrological Database (MD) and 
Metrological Knowledge Bases (MKB). At present, the advanced versions of these systems have a form of the Metrological 
Expert Systems (MES) using artificial intelligence methods. Two selected examples of Information Systems for Metrology 
and their practical use are described. An actual state of the  ISM  ("CAMPV System") designed and developed in the 
Department of Metrology and Diagnostic Systems, Faculty of Electrical and Computer Engineering at Rzeszow University of 
Technology, is presented. The system consist of the portal for communication with the system via the Internet and the 
Metrological  Database (MD) collecting the data on the specification of measurement equipment as well as the data obtained 
in the process of equipment calibration. It has been planned that the system will be expanded by adding the Analytical 
Metrological Database (AMD) and Metrological Knowledge Base (MKB). A full version of "CAMPV-Expert System" will be 
dedicated to the computer-aided design of electrical and electronic measurement channels as well as the computer-aided 
validation of measurement processes, which include such channels. 

Keywords: information systems for metrology, metrological databases, metrological knowledge bases, 
metrological expert systems. 

ACM Classification Keywords: A.0 General Literature - Conference proceedings  

Conference topic: Industrial Control and Monitoring  

Introduction 

The development of microelectronics and related development of information technology (IT) has enabled the 
creation of measurement information systems (MIS), which allow for measuring and collecting large amounts of 
measurement data. A vital part of the measurement equipment is the software, which carries out important 
functions related to the performance of measurement activities and therefore determines the accuracy of final 
results obtained in the measurement process. Such kind of software is called measurement systems software 
(MSS). The measurement results are now the primary source of our knowledge about the objects and the 
phenomena of the real world. The metrology therefore has become the basis for the development of many 
different fields of science, industry and trade. Measurement results are also the foundation on which the scientific 
claims are created. In the industrial applications, the measurement results are used for the assessment of 
products’ conformity with their technical specification, the evaluation of the quality of manufacturing processes as 
well as the control and monitoring of their condition. In the trade, the mutual financial settlements are often based 
on the measurement results. In each of these areas the highest possible quality of measurement results is 
desired. The basic condition of reaching this goal is the proper design and appropriate execution of the 
measurement process. Moreover, the quality of measurement results largely depends on the quality of the 
hardware and software as well as the level of competence of the operators supervising the measurements 
processes. The management of the measurement equipment and the effective control of the measurement 
processes require some additional metrological actions such as calibration, repeatability and reproducibility 
analysis (R&R) as well as inter-laboratory comparison (IC). This increases the need to collect the data concerning 
the properties of the measurement equipment and the data obtained in the calibration processes. For this reason, 
the Metrological Databases (MDB) are created with the use of appropriate IT.  
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The general model of the measurement process, which incorporates the main factors determining the numerical 
values of the final measurement results is presented on the Fig.1., on which the measuring equipment is specified 
by a rectangle. The measurement equipment includes both hardware and software. The circle inscribed in the 
rectangle marks software as an integral part of the measurement equipment. The software is now incorporated in 
almost all kinds of measuring equipment as it outscored other technologies when it comes to the implementation 
of important measurement functions such as: measurements process control, correction of the numerical values 
of the measured quantity, saving the measurement results as well as reading, decoding and displaying them. 
 

 
Fig.1.   The general model of the measurement process.  

     
    x - numerical value of the measured quantity  

    y - numerical value of the measurand   

    Xind-j   - numerical value indicated on the display of measurement equipment   
                       Xstd-j  - numerical value stored in the memory of the measurement equipment 

     Xred-j  - read the value, on which measurement result ( Xm ), is created 

    Ym  - measurand, calculated based on several measured quantities ( Xi )  

 
The general model of the measurement process, as shown in Fig.1.,  has been developed taking into account the 
original definition of the measure proposed in [1], and models of Information Measurement Systems (IMS) 
proposed in [2]. These models take into account the types of measurement scales. With such approach, this 
model is universal and can be applied to all situations in which measurements are carried out. It is independent 
from the measurement scale adopted to implement the measurement procedure as well as from the composition 
of the hardware and the software.  
The types of the measurement scales have been defined in [3]. In every area of possible application - scientific 
research, industry or trade - the measurement processes are performed in the specific order. The ultimate goal is 
always to describe the properties of the real object according to its true state. It allows for making right decisions 
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when it comes to the objects’ management and helps the scientists in formulating the accurate and consistent 
descriptions of the reality of the phenomena. Relevance assessment of the actual state of measured properties of 
an object, event or phenomenon, depends largely on the accuracy and proper interpretation of obtained results, 
which, in turn, is strictly associated with the type of the measurement scale. If above is not taken into account, not 
only the measurements become ruseless but their false results may lead to wrong decisions. 
 A definition of the measurement proposed in [1] is as follows: 
 „The measurement is a process of empirical, objective assignment of symbols to attributes of  objects 
and events in the real world, in order to describe them”. [1] 
 However, the proposal formulated in [2] differentiates the MIS due to the measurement scales used and 
has been developed in the following order: 
 “The models proposed in this paper can be used for the development of concepts, principles, and 
guidelines, which can support decision making in the arrangement of design and application of the Measurement 
Information Systems (MIS)”. [2] 
 „In order to apply  these scientific and technical achievements, the designer or the user of a MIS has a 
possibility to choose between different measurement procedures and also between different constructive modules 
of the MIS”. [2]  
Such approach - taking into account the definition proposed in [1] and the proposal of different types of MISs 
presented in [2] – allows for the correct interpretation of the measurement results and collected information about 
the measured object, event or phenomenon. Consequently, it makes possible to gain credible knowledge about 
the real world, manufactured products and also about the measurement science. In order to ensure the desired 
quality of the measurement results, one should design, manufacture and exploit the MIS using the appropriate 
hardware and software composition as well as taking into account the type of measurement scale applied in the 
measurement process. Only properly designed, implemented and applied MIS can be used to effectively collect 
large amounts of credible data. Credible measurement data can and should be collected in the Operational 
Metrological  Databases (OMD). These databases currently represent the most basic form of  Information 
Systems for Metrology (ISM). The more complex form of the ISM are systems in which the Analytical Metrological 
Database (AMD), also called data warehouse, is added to the OMD. The extraction of data from OMD to the AMD 
made through suitably designed ETL operation (Extraction Transaction Loading) provides a grouping of the data 
according to a well-thought-out strategies and allows for their storage in a useful and inviolable form. This is 
necessary to carry out various kinds of analysis, which require extracting desired information and knowledge. The 
concept of extracting information from the measurements and acquiring knowledge from obtained information is 
described in [4]. It  justifies the usefulness of the definition of measurement proposed in [1].  
The most complex form of the ISM are Metrological Expert Systems (MES), in which the properly prepared 
Metrological Knowledge Bases (MKB) are supplemented by automatic inference systems using artificial 
intelligence methods. Information Systems for Metrology (ISM), including OMD, AMD, MKB and Inference 
Systems (IS) can be used in metrology for the computer-aided design of  measurement processes and 
measurement equipment  (hardware and software). They can also be used to improve the competence of the 
operators, who supervise the measurement processes and improve the metrological characteristics of MISs, by 
adjusting the measured numerical values in order to ensure the accuracy of the final results.  
In order to present the specific applications of ISM, two selected examples will be described as well as the current 
state of the third one, which currently has been in the process of design, implementation and development. The 
first example is the Metrological Knowledge Base - one of major components of the education system operators 
of Coordinate Measurement Machines (CMM) [5]. The second example is the metrological expert system using 
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neural networks to predict corrections, calculate the Polish Universal Time Coordinate - UTC (PL) and propagate 
the Polish Official Time - OT (PL) [6]. The third example is a computer system supporting the validation of the 
measurement process, designed, implemented and developed in the Department of Metrology and Diagnostic 
Systems, Faculty of Electrical Engineering and Computer Science, Rzeszow University of Technology. Each of 
described examples implements the concept of knowledge acquisition from information extracted from the 
measurements data collected in the appropriate metrological databases and then stored in the metrological 
knowledge bases.  
The process of extracting knowledge from data described in [4] goes in the order, which can be simply described 
as: "measurement-information-knowledge". This order has been used in all described examples, but in each one 
for different reason. In the first example, the objective is to improve the competence of the operators of CMM. The 
operator is the key person responsible for the creation of the final result in the model of measurement process 
shown in Fig.1. Therefore, the more complex is the measurement equipment, the more qualified the operator 
should be. In the second example, the metrological expert system analyzes the data published by the Time 
Laboratory of the International Bureau of Weights and Measures in Paris (BIMP) [7] and predicts the corrections, 
which allow for calculation of the exact value of the Polish Universal Time Coordinated - UTC (PL). The difference 
between these corrections and the corrections published by the BIMP should not exceed 10 ns. In the third 
example, the main goal is to use the “CAMPV System” (Computer Aided Measurement Process Validation 
System) for validation of the measurement process, conducted on the basis of historical calibration data of 
measurement equipment, stored in the metrological database. This system also allows testing and calibration 
laboratories for cooperating on-line. 

The IT System for Metrology used in the European Education and Training Programme  for 
operators of CMMs 

The European education and training programme for operators of CMMs was developed in 2001-2005 within the 
European Research Project EUKOM [5]. This project was funded by "LEONARDO DA VINCI" programme of 
European Commission, DG Education and Training. The main objective of the project "European Training for 
Coordinate Metrology" was to create a common, Europe-wide approach to the training in the field of coordinate 
measuring technology, which would meet the requirements of continuing education. The results of the project 
were implemented by the association CMTrain e.V. [8], independent of CMM producers, which currently is being 
developed and tested of training by a mixed method. This method combines the capabilities of distance learning 
(e-learning) with verification of acquired knowledge during the practical handling of CMMs. In the original version 
the distance learning module was created with the ILIAS system [9], which is the open source software. The 
effectiveness of learning was achieved through a carefully prepared Metrology Knowledge Base developed by 
experts from the six centers from different countries. The project was coordinated by the Chair of Quality 
Management and Manufacturing Metrology at University of Erlangen-Nuremberg. [10]. The structure of 
Metrological Knowledge Base EUKOM system has been adapted into the learning material coherent and 
common for the whole of Europe.  
The starting point for the study was to establish three levels of competence of the operators: level 1 - "CMM-
User", level 2 - "CMM-Operator" and level 3 - "CMM-Expert."  For each level of competence approx. 15 training 
modules was developed and made available online. Respective modules include the learning content appropriate 
for a given level of competence and concerning areas where knowledge is required and needed for the CMMs’ 
operators. The areas include: metrology, geometry, statistics, computer science, quality management, 
standardization, measurement equipment, technology of production and technical drawing systems used in 
computer-aided design systems (CADs). Thanks to the cooperation of specialists in the field of construction and 
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exploitation of Coordinate Measuring Machines, a three-levels metrological knowledge base structure was 
developed, which is shown in Table.1. 
 

Table 1. Three-levels structure of the Metrological Knowledge Base of the EUKOM system for education of CMMs’ operators  

 
  

The structure of the Metrological Knowledge Base of the EUKOM system, shown in Table.1., was developed by 
the eminent experts from seven European universities [10] engaged in the development of CMM metrology and 
its applications in the industry. The 3-levels structure of education, including about 15 basic training modules at 
every level of competence, was established after the adoption of the basic assumption that the industries using 
the CMMs need three categories of operators. Three categories of operators are needed so that the very 
expensive and complex measurement equipment, such as CMM, could be properly used and the desired 
accuracy of measurement results was ensured. It was found that the lowest level of competence (1-level) 
requires an employee (called "CMM-User") able to perform actions such as a simple measurement tasks 
involving: mounting the measured parts on a test bench and preparing the measurement procedure to start as 
well as operating the machine-controlled software. An employee called "CMM-Operator", whose qualifications 
were classified as “Level II” competence, should be able to define the measuring task on the basis of technical 
drawings, create software that controls the measurements, assess the accuracy of obtained measurements 
results and perform the correction of measurement results, taking into account deviations caused by various 
factors. The highest, “Level-3” of qualifications is intended for an employee who has been called "CMM-Expert." 
He should be able to plan, program and optimize the measurement for any established measurement tasks as 
well as estimate the uncertainty of the measurement results. Additionally, he should know and use quality 
management methods.  
The training concept described above is presented in detail in [11]. This concept has been used to develop the 
Metrological Knowledge Base, intended for training of CMMs’ operators near their workplace, but through the “e-
learning” form. Rich experience and valuable results obtained during the execution and implementation of the 
EUKOM project are good case study showing how the Information System for Metrology should be designed for 
distance learning of the operators who supervise measurement processes. The first action should be to define the 
target group (or groups) of operators, supervising a particular type of measurement process. As in each “e-
learning” system an essential part is the knowledge base, the structure of such a base should follow the basic 
assumption concerning the competence of the operator obtained after completion of training. The levels of these 
competencies should be determined by the professional research and educational centers, which work closely 
with the industry that uses a particular type of measurement equipment. The structure of a knowledge base, 
designed in such a particular way, and integrated into appropriately selected training materials, is the primary 
factor determining the quality of education systems of operators, who supervise measurement processes.  
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The information technology used in e-learning system for preparing and making available the knowledge base is 
a secondary matter. Currently, there are many platforms (open source software) for creating “e-learning” systems, 
for example: [9], [12], [13]. The choice between one of these or one of commercially offered platforms depends on 
such factors as an expected number of people simultaneously using the “e-learning” system, a kind of 
supplementary teaching materials that are to be made available to learners. Among other factors taken into 
consideration are: the ability of teachers to prepare individual learning modules, the possibility of easy 
modification of the content of the various education modules and the ability to verify the acquired knowledge. In 
any case, the decisive factor in the quality of Information System for Metrology (ISM) designed for distance 
learning of operators will be the structure of the metrological knowledge base. It should be developed by the 
experts in the field of measurements on the basis of agreed level of competence, which the person benefiting 
from the training and intended to play certain role in the measurement process should reach. 

The IT System for Metrology designed to predict the corrections needed to calculate of the 
Polish Universal Time Coordinated UTC(PL) 

Another type of Information System for Metrology (ISM) is an expert system designed for predicting corrections 
necessary to calculate the Polish Universal Time Coordinated - UTC (PL). This predictive information system for 
metrology has been continuously improved. Prediction of corrections values is implemented in this system by 
using various types of neural networks. [14]. This system allows for determining the Polish Official Time OT(PL) 
introduced in [15], [16] and valid in the Republic of Poland  since 2004.  This time is calculated as increased by 
one or two hours referring to the UTC (PL) [17], [18], [19]. It should be determined and maintained with an 
accuracy not exceeding 10 ns in relation to the universal time coordinated UTC determined by the Time 
Laboratory of the International Bureau of Weights and Measures in Paris (BIMP). BIMP creates UTC by 
calculating a weighted average based on systematic comparisons of 300 most accurate frequency and time 
atomic standards appearing in many countries around the world. BIMP also calculates corrections (PNMI) for 
each of National Metrology Institutes (NMI) including the corrections to the UTC (PL). In Poland, the Central 
Office of Measures (GUM) in Warsaw responsible for creation of the values of UTC (PL). The role of GUM in 
Poland is relevant to NMIs in other countries. The corrections for Poland (PPL) are determined by the BIMP and 
are published in a special bulletin "Circular T" [7].  These corrections are calculated for the day as: 
 
    PPL(BIMP)   =  UTC  -  UTC (PL)     (1) 
 
The problem is that the values of these corrections are announced only a month after their calculation in Paris. 
Therefore NMIs around world are forced to use the appropriate method to determine the predicted value of the 
corrections (PPRED) for the day. Predicting of the values of corrections is based on the historical collection of the 
corrections for each country published in the “Circular T" bulletin [7]. In different countries various methods of 
prediction are used. The most common is the analytic prediction method based on the linear regression method 
extended for stochastic differential equations [20]. Regardless of what prediction method will be applied, it is 
assumed that the error of such prediction for the day, for the NMI of the each country, should not exceed 10 ns, 
referring to the value of the corrections that will be published for this country in the bulletin "Circular T" [7]. Hence 
for Poland this condition can be formulated as follows:  
 

    Δ  =   PPRED(PL)  -  PPL(BIMP)   10 ns      (2) 

 
Although the analytic prediction method described in [20] is widely applied by NMIs and brings good results, it is 
certainly time consuming and quite difficult. For this reason, the studies [6], [14], [21] have been undertaken to 
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develop and implement an IT system for metrology, enabling the automatic prediction of the corrections for 
Poland PPRED (PL). This system has been implemented and tested in the Time and Frequency Laboratory of 
GUM, responsible for designating and propagation of Polish Official Time OT (PL). This time is established for 
winter and summer and is calculated as:  
 

  OT(PL)  = UCT(PL) + 1 hour.        or        OT(PL)  = UCT(PL) + 2 hours.     (3) 
 
UTC (PL) is determined with use of the Polish Atomic Time Scale - TA (PL) created on the basis of mutual 
comparisons of atomic time standards used by over 20 Polish laboratories under and two foreign (Lithuania and 
Latvia) [19] collaborating under the agreement [17], [18]. The leading laboratory is the laboratory of the Polish 
Academy of Sciences, Space Research Centre (AOS) in Borowiec [22], for which BIMP separately calculates 
corrections PAOS (BIMP) and publishes them in the "Circular T" bulletin. AOS also participates in the creation of 
the Galileo-European Satellite Navigation System [24]. Studies [21], [23] showed that thanks to TA (PL) it is 
possible to meet the requirements of a specific inequality (2). Using the TA (PL) and the ISM, which automatically 
predicts the corrections PPRED (PL), GUM creates UTC (PL), which is one of the most accurate national UTCs in 
the world. Fig.2. shows the block diagram of the ISM using artificial neural networks [21].  This system combined 
with GUM’s selected atomic time standard ensures the creation of UTC (PL) with an accuracy not exceeding 10 
ns with respect to UTC time set by the BIMP in Paris. 
 

 
 

Fig.2. Block diagram of the ISM intended for automatic predicting of corrections PPRED(PL and for creation of the UTC(PL) 

The IT System for Metrology intended for Computer-Aided Measurement Processes Validation  - 
“CAMPV System”   
 
Validation is an activity aimed at experimental verification of whether the properties of the method, object, 
process or software fulfill the requirements for their intended use. The summary of validation must provide the 
appropriate certificate definitely confirming that the outcome of the validation is positive. In case of the designing 
process, the goal of validation is to check and confirm that the prototype of the product meets the requirements of 
the application, for which the product is designed. In case of the measurement process, validation is an 
experimental verification and confirmation that the measurement characteristics of the measurement process 
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meet the requirements of its intended use. The full validation cycle of the measurement process - developed and 
described in [25] - is a set of action, which should result in the issuing of a certificate confirming that the 
metrological characteristics of the measurement process meet the requirements of its intended use. The full 
validation cycle consists of 7 specific steps: 
1. Identification and characterization of the intended use of the measurement process (IUMP) 
2. Determination of metrological requirements for the intended use of measurements (MRIUMP) 
3. Choosing the right measurement process (SMP) 
4. Determination of metrological characteristics of the selected measurement process (MCMP) 
5. Comparison of the metrological requirements of the intended use of measurement process  
 (MRIUMP) with the metrological characteristics of the measurement process(MCMP) 
6. Determining result of the comparison and say whether it is positive or negative 
7. Execution of one of alternative actions:  

7.1. If the result of the step 6 is positive: preparation and generation of validation certificate  
7.2. If the result of the step 6 is negative: selection of a different measurement process followed by 
determination of the measurement characteristics of the new measurement process (step 4) leading steps 5 
and step 6. 

 
 Fig. 3. shows the flow diagram of the full validation cycle of the measurement process [25]. 
 

 
 

Fig.3. The flow diagram of full validation cycle of measurement processes consisting of 4 phases (A, B, C, D)  
and 7 specific actions 

It should be emphasized, though, that the loop of steps: (7.2) - (4) - (5) - (6) can be repeated as many times as 
necessary to achieve the positive result of the step 6. 
All seven steps are described in details in [25]. They can be grouped into 4 phases: 
A – determination of the Metrological Requirements of the Intended Use of the Measurement Processes 
 (MRIUMP), 
B – determination of the Metrological Characteristics of the  Measurement Process (MCMP), 
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C – comparison of MRIUMP with the MPMP according to assumed criterion of the validation, 
D – generation of the Validation Certificate (VC) confirming that the selected  measurement process (SMP) meets 
 the requirements of its intended use. 
The measurement process can be accepted and implemented for intended use only if the result of validation is 
positive. Such rule particularly refers to production quality control, conformity assessment of products or health 
and environmental protection. In order to execute all steps of the full validation cycle of the measurement 
process, relevant metrological data must be collected and stored, such as technical specifications of 
measurement equipment (hardware and software), results of its calibration and results of their statistical analysis, 
which are the metrological characteristics of evaluated measurement processes.  
Having regard to above, the Department of Metrology and Diagnostic Systems, Faculty of Electrical Engineering 
and Computer Science in Rzeszow University of Technology has been undertaking systematic efforts [25], [26], 
[27] aiming in development of the most adequate methodology for validation of the measurement processes and 
creation of the information system, which would support the implementation of this methodology. The outcome of 
this work is the information system for metrology named “CAMPV-system” (the first part of the name is an 
abbreviation derived from the full name: Computer Aided Measurement Processes Validation). 
Fig.4 shows the structure of the ISM of “CAMPV-system”, including website portal providing the online access to 
the system and the metrological operations database (MOD) designed to collect technical data of the 
measurement equipment and the results of its calibration. Already designed and implemented modules of the 
“CAMPV system” are marked by dark background in Fig.4.  
 

 
 

Fig.4. Structure of the CAMPV-system including already developed modules (dark background)  
and the planned module: Analytical Metrological Database (AMD). 

The choice of information technology for respective modules depended on the progress of system’s development 
and the experience gained during the process. Regardless chosen technology, the supreme and indisputable 
assumption has been as follows: 
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“ensuring authorized online access to the “CAMPV system” for collaborating laboratories and 
enabling the extension of system’s functionality by adding new modules”. 

The first prototype of the website portal for the “CAMPV-system” was based on PHP technology, whilst the 
metrological database used mySQL [28]. The next version of the website portal was based on MS ASP.NET 
technology and metrological database used MS SQL 2005 technology. The choice of these technologies is 
explained in [29]. The most important reason for choosing the Microsoft’s software environment was to ensure the 
continuation of the development of the “CAMPV-system”. Moreover, the Microsoft Technologies can help in 
creating of more complex models of metrological databases in the future. The last but not least, Department of 
Metrology and Diagnostic Systems has had an access to Microsoft’s MSDN license, including the license for use 
of the MS Windows Server. This software ensures compatibility between the created information system for 
metrology (ISM) and the operating system, which manages the work of the servers.  
In the near future the CAMPV-system is expected to be completed by adding the Analytical Metrological 
Database (AMD), indicated by dotted line on the diagram shown in Fig.4. Such component will ensure an 
appropriate grouping of the collected data and separating the AMD users from On-Line Transaction Process 
(OLTP) operations. The AMD also allow for using the Extraction Transaction Loading (ETL) operations to group 
data in the most suitable form for their future analysis. In order to find this form, the On-Line Analytical Processing 
(OLAP) has to be determined. Having above in mind, the future version of “CAMPV-system” will have an 
adequate structure, as presented in Fig. 4. CAMPV system has recently been improved by using newer versions 
of Microsoft technologies. The website portal has been rebuilt with use of Model View Controller technology (MVC 
v.3.), with the RAZOR engine and MS SQL 2008 environment for creating databases. This technology allows for 
dynamic changes in the structure of the menu names of the website portal as well as tabs and content published 
through Content Management System (CMS). It also allows for creating different language versions. Following 
this improvements, the website portal has become a module that not only can be quickly rebuilt but also easily 
expanded with use of the Microsoft Silverlight technology and WCF RIA Services.  Fig.5. shows one of the portal 
screens appearing after selecting the "home" button. 
 

 
Rys.5. The view of the website “home”  of the website portal  of the “CAMPV-system” 

Operational Metrological Database (OMD) is currently being reconstructed with use of MS Silverlight technology. 
The advantage of this solution is that the User Interface (UI) of the webpage is loaded only once, and the data 
used to fill the forms are loaded later during work with the server.  Other innovations are planned to be 
implemented in the future, including drag&drop technology applied for creating single measurement channels 
consisting of elementary modules or creating a complex measurement process with use of several single 
measurement channels.  
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Fig.6. shows the design of the future OMD website. It provides access to one of the modules of the OMD, which 
collects technical data of measurement equipment and loads files with calibration results of measurement 
equipment. This module - named Applied Measurement Processes (AMP) - will also be equipped with features 
such as creating measurement processes, collecting the results of the repeatability and reproducibility analysis as 
well as collecting the results of interlaboratory comparisons. The results of calibration loaded into the OMD are 
saved in the Excel 2007 files. In the future other formats are expected such as .csv and .xml. 
 

 
Fig.6. The design of the future Operational Metrological Database (OMD) website accessing Applied Measurement 

Processes (AMP) module of the “CAMPV-system” 

Conclusion 
Three examples of different Information Systems for Metrology (ISM) are described. The first one has been 
designed to train operators of coordinate measuring machines (CMM) with use of the "e-learning" system. A 
Metrological Knowledge Base (MKB) structure plays an important role in this type of ISM.  Such MKB contains 
elementary teaching modules tailored to the level of competence of the operators, who improve their 
measurement skills.  The second system has been designed to predict the corrections, which allow for creation of 
the Polish Universal Time Coordinated UTC (PL). The key module in this type of ISM is the structure of the 
artificial neural network predicting the corrections values. The third system has been designed for the computer-
aided measurement processes validation. In this type of ISM the major role plays an open and modular structure, 
accessible through the website portal and ready for a continuous expansion. This ISM called "CAMPV-system" 
has been tested and developed in the Department of Metrology and Diagnostic Systems, Faculty of Electrical and 
Computer Engineering of the Rzeszow University of Technology. The target version of “CAMPV-system” will 
include two databases and a knowledge base. This form may become the basis for creation of the metrological 
expert system "CAMPV-EXPERT-system" supporting the validation of the measurement processes using artificial 
intelligence methods. 
Based on above-described examples, one can conclude that the information technology contribute significantly to 
the development of the metrology and its applications. A key condition of successful creating of the high quality IT 
systems for the metrology is a close cooperation between scientists and practitioners in the field of computer 
science and metrology. 
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Business Intelligence Systems 

BUSINESS DISCOVERY – A NEW DIMENSION OF BUSINESS INTELLIGENCE 

Justyna Stasieńko 

Abstract. This article deals with the issue of Business Intelligence (BI), especially its next generation - Business 
Discovery(BD). This tool can help to fill the gap between traditional solutions we get from BI and standalone office 
productivity applications. Its users are able to forget new paths and make new discoveries. Here we want to 
present BD as being thoroughly complementary to traditional ERP, CRM, BI, and data warehousing systems. BD 
brings a whole new level of analysis, insight and value to the information stored within these systems. What is 
more, its users are not burdened with interfaces which are difficult to use and configure.  

Keywords: Business Intelligence, Business Discovery, information, analysis, Qlickview 

ACM Classification Keywords: K.6 Management of Computing and Information Systems - K.6.0 
General Economics  

 “Computers are useless. They can only give you answers.” 
Pablo Picasso 

Introduction  

Currently, one can notice a sea-change approach to the role and importance of information. So far, information 
has often been treated as a by-product or, at best, co-implemented business processes. Now the information is 
one of the most important organising resources. The information is a factor that increases the knowledge about 
the reality surrounding a man, or specific intangible asset, which, with economic progress and development of 
means and forms of social communication, is becoming more and more important, transforming the face of many 
traditionally organised economies of the world. 
The importance of information in the modern world should be analysed in various aspects. One can even attempt 
to say that in a sense, the information is the engine of progress in every area of human life. Following an 
increasing pace, technological development to a great extent depends on the speed and the quality of 
information. Thus, the access to information should be easy, and the way it is used should present its values. 
In order to achieve business benefits the strategic decisions are taken. These decisions result from the study of 
gathered information. For hundreds of years experience had been mainly a source of information. They were 
mainly mathematics and mathematical models, then the statistical models, econometric, and now the Internet. 
A growing number of data, a flow of information, fast communication via the Internet and new market challenges 
mean that data analysis, broadening knowledge and skilful decision-making in an increasingly complex market 
are essential to survive and run business. Solutions in an enterprise operate at many levels and play various 
roles supporting the administration or management, yet they have their own limitations. Especially in the 
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processing of a large number of diverse data and in the use of information in many fields. In order to meet the 
demands  BI solutions have been created . 
Business Intelligence is now the most important and inevitable point of contact between sciences and business. 
Business Intelligence tools enable an easy access to information, its analysis and sharing across the organisation  
and its business environment. They give the possibility to integrate data from different sources and their 
comprehensive analysis in terms of business needs. BI gives a preview of all business organisations. Their goal 
is to support effective business management and business planning by providing the right information. They 
support the work of managers in managing key areas of business. Most generally, one can present it as a 
process of transforming data into information and the information into knowledge that can be used to enhance the 
competitiveness of enterprises. Among these tools there are both management systems of information resources, 
reporting and analysis tools, and also solutions enabling to boost managing performance. 
Information in the organisation is generated and processed mostly in the transactional software, such as ERP, 
CRM. These systems have evolved over the years. The first stage of its development was automating tasks and 
processes, reporting and logging. This has contributed to an increase in the information registration. The second 
phase was the emphasis on resource planning and the efficiency of business processes. For better reporting and 
data analysis data warehouses have been introduce– an aggregation of transactional information and multi-
dimensional analytical models. Due to the need of a larger amount of information for analysis and its presentation 
in a friendly manner, tools in the field of decision support proved to be necessary. The solution which came out to 
meet the problems of modern organisations are Business Intelligence Systems (BI). Traditional BI technology use 
data warehousing, analytic tools (OLAP and Data Mining), and presentation techniques. They enable to optimise 
operations, to increase efficiency, to reduce the risk of taking wrong decisions, as well as to reduce costs and to 
maximise profits. 

Analytical tools 

Analytical tools existing on the market support a decision maker by providing him/her with the necessary 
knowledge - in the form of reports based on historical and current data - to make decisions. They allow the 
standard and advanced reports using statistical analysis, forecasting, relationship between the data search, 
research trends [Nycz, 2008]. 
The basic analytical tools include query generation tool and reporting (Query & Report - Q & R), spreadsheets, 
OLAP mining and data visualisation tools [Dudycz, 2004]. 
Query and reporting tools are the most basic tools for data analysis, in particular, gathered in the data 
warehouses. There are two types of reporting: the standard and so called 'ad hoc'. Frequently they answer the 
questions "what happened?", "What level of sales was as in the previous year?" etc. In the second half of the 
1990s, it was noted that the data stored in databases, transactional systems used in companies caused a lot of 
trouble to analysts who carried out the assessment of a business enterprise. This problem was solved by 
introducing analytical techniques implemented, inter alia, in spreadsheets [Dudycz, 2004], which enable to create 
models that generate periodic reports automatically [Sierocki, 2007]. Spreadsheet offers flexibility when it comes 
to the definition of the conditions of analysis and ease of use. The difficulty arises when the basis for analysis are 
large volumes of data or high complexity of the model. In order to achieve the desired analytical flexibility a wide 
enough diagram of processing must be built, often based on large amounts of macro-commands and sheets. This 
solution cause difficulties of managing the data, and at the same time it is prone to user's errors. Sheets have a 
limited working capacity for the data, which almost eliminates their usefulness for the analysis of large portions of 
data, reaching hundreds of thousands of transactions. 
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Facing new challenges, a concept of multidimensional databases and OLAP technology emerged, which allowed 
for a dynamic and multidimensional analysis of business data. 
OLAP architecture is encountered in data warehouses and tools for analysis such as query languages, data 
mining, artificial intelligence, as well as report generators. Through proper presentation, visualization and 
aggregation, it enables to display and view data from different points of view allowing its user to examine them 
quickly. In addition, it is characterized by the possibility of an interactive reporting without knowledge of 
programming languages and to obtain answers to complex and often non-standard queries in a current mode. 
Therefore, OLAP tools are often used to perform analysis of sales trends, financial analysis (data warehouse), or 
to pre-screen the data set by the analyst in the initial phase of statistical analysis [Sierocki, 2007]. 
Data visualization tools are designed to increase transparency and legibility of presented information. Most of the 
analytical tools offer simple dependence images between the data. 
Existing tools of data acquisition and processing of analytical reports, such as generators or spreadsheets were 
not able to fully meet the needs of managers who have to make a relatively fast growing in-depth   analysis. 
Facing these challenges, a concept of multidimensional databases and OLAP technology was introduced, 
HOLAP, MOLAP and ROLAP, which allow for a dynamic and multidimensional analysis of business data. 
Architecture of the OLAP (MOLAP, DOLAP, ROLAP, HOLAP) may be encountered in data warehousing and data 
analysis tools such as generators, reports, query languages, data mining, artificial intelligence. It enables to 
display and view the data from different points of view allowing its user to examine them quickly through an 
appropriate method of presentation, visualization and aggregation. 
OLAP systems are characterized by the possibility of: 

- perform multidimensional analysis according to complex search criteria, 
- interactive reporting without knowledge of programming languages, 
- obtaining answers to complex and often non-standard (so called 'ad hoc') queries in a current mode. 

Therefore, OLAP tools are often used to perform analysis of sales trends, financial analysis (data warehouse), or 
to pre-screen the data set by the analyst in the initial phase of statistical analysis. 
In order to deepen the analysis and discovery of repetitive behaviours in large data sets through data mining, 
matching various models and relationships between data analysis, special methods are used for data mining. 
Data mining is a methodology that refers to a technique derived from mathematical statistics and machine 
learning algorithms. Information extracted by using these tools can be used in areas such organisations as the 
support of decision making, forecasting, financial analysis and risk analysis, optimisation. 
A frequently used data mining tool is a universal, integrated system for statistical data analysis - STATISTICA. 
This software not only contains statistical and graphical procedures for general use, but also powerful tools for 
analysis and visualisation of data, as well as specialised analytical techniques (e.g. social studies, biomedical, or 
technical) [Dudycz, 2004]. 
Other tools to cope with the analysis of the large amounts of data processed into information, and then into 
knowledge are BI systems. 
BI systems should improve the management of knowledge in an organisation at the three levels presented in 
Table 1 
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Table 1. Tasks of Business Intelligence Systems 

Management level  BI tasks 

Operating 
Analysis carried out ad hoc, information on current operations, finances, sales, 
collaboration with suppliers, customers, clients, etc. 

Tactical 
Fundamentals of decision making in marketing, sales, finance, capital management. 
Optimising future actions and modification of financial factors, technology in the 
implementation of strategic objectives. 

Strategic 
Precise setting of goals and tracking their implementation, to perform various 
comparative statements, conducting simulation development, forecasting future 
performance under certain assumptions. 

Source: Own elaboration. 

The new generation of Business Intelligence systems  

Business Intelligence turns out to be the new quality in the management conception. BI systems are used in order 
to create and improve the relationship with a customer, yet at the same time to boost management effectiveness. 
Unfortunately, traditional BI software seems to have failed, as far as delivering on this vision is concerned, as 
a result of its complexities, time lags, and expensive professional services requirements.  
Forrester Research’s definition of BI is “a set of methodologies, processes, architectures, and technologies that 
transform the raw data into the meaningful and useful information used to enable more effective strategic, tactical, 
and operational insights and decision-making.” This definition of BI covers the whole data-to-insight process 
(including data preparation). It all appears to be time-consuming, especially to plan and implement - from 
collecting requirements, to building a data warehouse, to populating a metadata layer. Traditional BI software 
users have problems to learn and use it, and, in consequence, adoption is limited. Moreover, distribution of 
information and analytic tools is tightly controlled.  
Traditional BI systems are high cost and IT driven. They are chosen, installed, and maintained by IT 
organisations and in most cases not by the business people themselves who will use them later on. Owing to the 
complexity of the system, not many people (in an organisation) feel skilled enough to form business insights. 
When business analysts and IT professionals want to be sure that they deliver the right analysis, the back-and-
forth questions and answers with their business constituents make it really difficult for them. Traditional BI usually 
constitutes more or less centralised, pre-packaged reports or predetermined queries which users can run to get 
updated numbers. It often happens that the information we get is mostly static. Therefore, users having 
a question which is outside the standard configuration need to log a ticket with IT and expect their assistance 
(sometimes weeks or even months). The drawback of BI is the fact that it is centralised, possessed by IT, difficult 
to change or modify, and slow to deliver results.  What is more, it is also expensive and highly complex.  
In addition, if one wants to deploy a traditional BI solution, it can take him/her up to a year and a half. By and 
large,it seems to be due to requirements gathering and data modelling and integration efforts. This is definitely 
not what the business needs as an organisation can live and die within this time. Furthermore, traditional BI 
requires lots of services and support in order to keep its various components working smoothly.  
BI in the company combines finance, manufacturing, warehousing, logistics, purchasing, sales, HR, planning and 
strategy - in short, all aspects of a company. Therefore, BI uses a common repository of information - Data 
Warehouse. All facts come from individual branch systems through ETL processes converted into information and 
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stored in the DSA - Data Staging Area data warehouse. From this information the system uses the second part of 
the Business Intelligence which converts this information into knowledge and provides the user through the 
presentation layer. Thanks to the class Business Intelligence supports managers effectively, and enables, inter 
alia, building a What-If analysis, budgets and controlling systems. 
Traditional BI turns out to be excessively bloated and rigid. Further evolution of these systems will lead to the 
revival of petrified BI. During this evolution Business Discovery (BD) has emerged. Trying to answer why BI 
platform displaces BD, one would indicate the four trends that have caused the evolution of the BI software 
market. The first one is the ability to search the Internet and to obtain a rapid response. The second trend is the 
community network (social networking) that enables to communicate, to share information and to develop robust, 
professional and personal networks (with no requirement of technology background). Other trends are the 
development of mobile and task-specific applications. In conclusion, BD are much faster, open and 
straightforward at the same time, mobile and addressed for everyone. 
Business Discovery platforms (offering new solutions), as opposed to its ancestor, can have a total cost of 
ownership that is half that of other BI solutions. Business Discovery is a whole new way of doing things for 
Business Intelligence. 

Concept of Business Discovery 

If we decide to store data in-memory, it means we no longer have to deal with a database located somewhere 
else, and we receive no queries and no retrieval. Thanks to it, there is no delay in returning results, whatsoever. 
Business Discovery (BD) is a complement to traditional BI, ERP, CRM, and data storage systems. It also 
introduces  
a new level of analysis, knowledge and value of information that fall within these systems. Additionally, it became  
a response to the unmet needs of users as it is a new way of doing BI. It is a bottoms-up approach that puts the 
user in control, fulfilling the promise of BI. The main aim of BD is to help users to solve specific business 
problems in a timely way to get answers to the most critical questions and also to share knowledge and analysis 
among individuals, groups, and even organisations.  
Most essentially, users are capable of gaining insights that address their individual needs at every level  
of the organisation. It seems that they are not limited to particular paths they must follow, or questions they are 
obliged to formulate in advance. The key issue is the fact that they can ask about what they need. 
Business Discovery gives an opportunity of a whole new level of analysis, insight, and value to existing data 
stores with user interfaces that are clean, simple, and straightforward. It is complementary to traditional BI 
software and other enterprise applications. BD is enriched with new opportunities for BI. The most vital one would 
include an application interface (insight for everyone), the time to provide results of the analysis, mobility of 
applications, remixability and reassembly, and finally social and collaborative environment. 
Importantly, everyone can create an insight by means of Business Discovery. It’s the equivalent of open source 
computing or peer creation. This is definitely intelligence creation — rather than just information consumption. 
First of all, Business Discovery is not a large collection of centrally-controlled, pre-packaged, and tightly-
distributed data. Secondly, rather, it provides data access and analysis to individuals and groups, and allows 
them to get what they ask for faster and more accurately than ever before.  
BD enables instant analysis. The user receives the results at the bedside, where it lasted weeks with the 
traditional BI. It has a direct access to all necessary data. Technology can ask any questions to which answers 
are kept on-line. 
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At all levels in an organisation business decision makers need data at their fingertips, wherever they are. They 
want to work how and where they like - whether that be in the warehouse, on the customer site, or on the trade 
show floor. Tablets and other large-form-factor mobile devices promise to make business data ubiquitous. Unlike 
traditional BI solutions, Business Discovery platforms provide an intuitive interface and an application 
infrastructure that is tailor-made to exploit the opportunity of a truly mobile, well-informed workforce. 
BD supports mobile applications. This allows the provision of data while using mobile devices such as iPhone, 
Android. 
Business Discovery platforms empower anyone to quickly develop and deploy simple, focused, and intuitive 
applications that can be easily reused. These applications are easy to modify, mash up, and share, allowing 
innovation to flourish at the edges of the organisation and spread inward. The new opportunity is leveraging a 
model that lets any user quickly develop and deploy task-specific, purpose-built BI applications. BD platform 
enables its users to quickly create and implement among others their own applications. These applications are 
able to quickly solve specific problems. 
Nobody can predict what questions business users will have when they start exploring data — not even the users 
themselves. Traditional BI solutions require IT or power users to get involved whenever new questions arise.  
In contrast, Business Discovery platforms make it easy for business users to remix and reassemble data in new 
views and create new visualisations for deeper understanding. With BD, users generate insights like never 
before. 
BD makes it easy to "remix" and reassemble data to the new views (previews) and a fast way to create 
visualisations. 
BD is a social and collaborative environment. It enables its users to share and collaborate on insight and analysis. 
They can share insights within Business Discovery apps or through the integration with collaboration platforms. 
Business Discovery is about creating a community of users who engage in wiki-like decision-making to drive 
knowledge that can cascade across an organisation. 

QlikView   BI in-memory 

QlikView is a modern and innovative approach to Business Intelligence. What adds value to the existing QlikView 
BI applications include: making the process of assembling, associating, and preparing data for analysis simple 
and straightforward, allowing users to interact with data in the way they think-associatively. A great advantage of 
QlikView is that data is collected in memory, which improves analysis and convenience to use. 
QlikView was built with a simple architectural premise. All data should be held in memory, and all calculations 
should be performed when requested and not prior. The goal was to deliver the powerful analytic and reporting 
solutions in a quarter of the time, at half the cost and with twice the value of competing OLAP cube based 
product.  
QlikView is the world’s first associative, in-memory BI platform. It manages associations among data sets at the 
engine level, not the application level, by storing individual tables in its in-memory associative engine. Every data 
in the analytic dataset is associated with every other data point in the dataset.  
Associative cheese means finding answers to questions, but also the questions that have not yet been started. 
What is meant by a simple application is creating questions that do not require knowledge of creating queries in 
SQL. This associative experience gives decision makers a better overview of their business.  
Visualisation is of dual significance. Firstly, it refers to the visual display of summarised forms of information. 
Secondly, the ability to see those displays change as the selected date is changed. QlikView offers various ways 
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of data presentation: graphs, charts, tables and others. It also enables its users to create different types of 
measures that enhance the analysis process. It provides flexible, intuitive and powerful data visualizations. 
Using the QlikView application is pleasant and not too complicated (Fig.1) 
 

 

Fig. 1. A Step-by-Step Tour Through QlikView. Source: [The Art of Business Discovery p.8] 

QlikView stores data in memory instead of retrieving it from databases and OLAP cubes, it cannot only display 
what is included in your search, but also what is excluded as well. This is certainly a real departure from 
traditional BI (i.e. for the first time, unknowns become known).  
Compared to other analytical tools or BI based on the OLAP 'cube',  an application of QlikView present the 
analysed data to the user in a faster and simpler way. QlikView gives a chance to impose criteria onto the data.  
In a straightforward and quick way, QlikView gives the opportunity to return to the previous data or to add further 
ones upon existing criteria. Due to its simplicity and ease to use, a user-friendly and attractive QlikView interface 
is a modern and highly efficient application. It has also, not available for other solutions, the time of submission of 
new studies, computing power and flexibility. Software flexibility leads to the lack of restrictions on the number  
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of dimensions and measures, and its power – to virtually immediate response to inquiries from the system, even 
with databases of up to five hundred million records. It also provides the possibility of an immediate transition to a 
single transaction. 
QlikView enables to view data from different perspectives (Fig. 2). Indeed, some analysis can also be done, for 
example in a spreadsheet, but QlikView provides instant viewing of data by analysing different criteria.  
 

 
Fig. 2.  Comparison of speed, start and end of a listed company PZU session held on 26.04.2011 and 17.06.2011 

Source: Own elaboration 

It is not necessary to switch from a previous analysis (Fig. 2), all one needs to do is to simply click or select the 
appropriate criteria and get a completely different analysis (Fig. 3) that no longer applies to the company, PZU, 
but only to the same level of stock prices such as 0.19 PLN during the trading session on 17.06.2011. This is a 
great help because another analysis from the beginning is not required. While working on some data one can 
analyse them in many ways without switching between windows, sheets, etc. 
QlikView software enables to transfer analysis results, which remain still just as functional, onto hardware. The 
application allows printing of the results in the form of reports, exporting them to MS Excel or saving as PDF. It is 
practically capable of integrating all data formats - from standard relational data into text reports, the data from 
Excel and XML streams. QlikView is quickly and easily deployed and integrated with existing enterprise systems.  
Table 2 shows the advantages of QlikView applications compared to traditional BI systems. 
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Fig. 3.  Maximum price for shares at the 0,19 PLN level on June 17th, 2011. Source: Own elaboration 

Table 2. The differences between traditional BI and  in-memory BI systems,  such as QlikView 

Traditional BI QlikView 

Lots of tools: data warehouse and data marts, OLAP, 
query and reporting tools, data mining 

Simple architectural premise - all data should be held in 
memory 

Presentation techniques of analysis (dashboards, 
scorecards, reports) 

Presentation techniques of analysis (charts) 

Many users One user 

Longer time of implementation (approximately 18 
months) 

Short time of implementation (several weeks) 

High costs of implementation  Low costs of implementation  

Less convenient and flexible for user Easy to use, flexible 

Time-consuming and complex process of information 
processing 

Fast query and on demand calculation engine 

Source: Own calculation. 

At the end of 2010, there is another version (QlikView 10). A new feature is the ability to deploy the software on 
any platform: local, cloud computing and mobile devices. The release of the platform in the cloud is via Amazon's 
Elastic Compute Cloud (EC2). It has also enormous power to allow flexible analytical processing of large data 
sets while maintaining access to the details. It is not limited by any number of dimensions. Changes in the 
designed applications can be performed quickly and without possessing advanced knowledge of programming. 
The application offers new opportunities to present the results of studies using AJAX. New ways to visualise data 
facilitate the understanding of the data presented. Searching for information through associative search 
capabilities has been improved as well. 
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Summarising QlikView in-memory analysis and reporting is simplifying analysis for everyone and has clearly 
demonstrated its affordability and value to organizations across industries for solving their performance and 
information challenges. 
 

Conclusion 

BI systems have existed / operated in the market for about two hundred years. Transforming data into information 
and information into knowledge enabled business decisions, allowing users to make effective and informed 
choices based on data analysis. Technology development in this field has also brought change. It turned out that 
traditional BI systems are too complicated, delayed and requires professional services, which are costly. 
Therefore, the direction of change went toward cheaper and faster applications. Thus, there arose the Discovery 
Business Systems which are a whole new way of doing things for Business Intelligence. 
BD bridges the gap between traditional BI solutions and standalone office productivity applications, enabling 
users to forge new paths and make new discoveries. BD works with what you have and infuses new capabilities 
into BI: insight for everyone, zero-wait analysis, mobility, an app–like model, remix ability and reassembly, and a 
social and collaborative experience. 
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Intelligent Applications: Medical and Diagnostic 
System 

PERFORMANCE OF COMPUTER-AIDED DIAGNOSIS TECHNIQUES IN 
INTERPRETATION OF BREAST LESION DATA 

Anatoli Nachev, Mairead Hogan, Borislav Stoyanov 

Abstract: This study explores and compares predictive abilities of six types of neural networks used as tools for 
computer-aided breast cancer diagnosis, namely, multilayer perceptron, cascade-correlation neural network, and 
four ART-based neural networks. Our experimental dataset consists of 803 patterns of 39 BI-RADS, 
mammographic, sonographic, and other descriptors. Using such a combination of features is not traditional in the 
field and we find it is better than traditional ones. The study also focuses on exploring how various feature 
selection techniques influence predictive abilities of the models. We found that certain feature subsets show 
themselves as top candidates for all the models, but each model performs differently with them. We estimated 
models performance by ROC analysis and metrics, such as max accuracy, area under the ROC curve, area 
under the convex hull, partial area under the ROC curve with sensitivity above 90%, and specificity at 98% 
sensitivity. We paid particular attention to the metrics with higher specificity as it reduces false positive 
predictions, which would allow decreasing unnecessary benign breast biopsies while minimizing the number of 
delayed breast cancer diagnoses. In order to validate our experiments we used 5-fold cross validation. In 
conclusion, out results show that among the neural networks considered here, best overall performer is the 
Default ARTMAP neural network.  

Keywords: data mining, neural networks, heterogeneous data; breast cancer diagnosis, computer aided 
diagnosis. 

ACM Classification Keywords: I.5.1- Computing Methodologies - Pattern Recognition – Models - Neural Nets 

Introduction 

Breast cancer is one of the leading causes of death for women in many countries. Mammography is currently the 
most widely used screening method for early detection of the disease, but it has a low negative predictive value. 
Many investigators have found that more than 60% of masses referred for breast biopsy on the basis of 
mammographic findings are actually benign [Jemal et al., 2005], [Lacey et al., 2002]. One goal of the application 
of computer-aided diagnosis (CAD) to mammography is to reduce the false-positive rate. Avoiding benign 
biopsies spares women unnecessary discomfort, anxiety, and expense. The problem is nontrivial and difficult to 
solve. Breast cancer diagnosis is a typical machine learning problem. It has been dealt with using various data 
mining techniques and tools such as linear discriminant analysis (LDA), logistic regression analysis (LRA), 
multilayer perceptions (MLP), support vector machines (SVM), etc. [Chen et al., 2009], [Jesneck et al., 2006].  
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Current CAD implementations tend to use only one information source, usually mammographic data in the form of 
data descriptors defined by the Breast Imaging Reporting and Data System (BI-RADS) lexicon [BI-RADS, 2003]. 
Recently, Jesneck et al. [2007] proposed a novel combination of BI-RADS mammographic and sonographic 
descriptors and some suggested by Stavros et al. [1995], which in combination with MLP show promising results. 
The MLP have been largely applied in the data mining tasks, but one of their major drawbacks is unclear optimal 
architecture, which includes number of hidden nodes, activation functions, and training algorithm to learn to 
predict. Another major problem is to specify optimal set of descriptors used for data mining, which effectively 
reduces the training and testing datasets to a dimensionality which provides best performance for the application 
domain. Our study was motivated by addressing those problems and particularly focusing on how reduction of 
dimensionality of that new combination of descriptors affects performance of not only MLPs, but also other neural 
network models, such as cascade-correlation nets and those based on the adaptive resonance theory (ART), 
introduced by Grossberg [1976]. 
The paper is organized as follows: Section 2 provides a brief overview of the neural networks used in this study: 
multilayer perceptron (MLP), cascade-correlation neural networks, fuzzy ARTMAP, distributed ARTMAP, default 
ARTMAP, and ic ARTMAP; Section 3 introduces the dataset and its preprocessing; Section 4 presents and 
discuses results from experiments; and Section 5 gives the conclusions. 

Neural Networks for Data Mining 

A variety of neural network models are used by practitioners and researchers for clustering and classification, 
ranging from very general architectures applicable to most of the learning problems, to highly specialized 
networks that address specific problems. Each model has a specific topology that determines the layout of the 
neurons (nodes) and a specific algorithm to train the network or to recall stored information. 
Multilayer Perceptions (MLP) 

Among the neural network models, the most common is the multilayer perceptron, which has a feed-forward 
topology and error-backpropagation learning algorithm [Rumelhart & McClelland, 1986]. Typically, an MLP 
consists of a set of input nodes that constitute the input layer, an output layer, and one or more layers 
sandwiched between them, called hidden layers. Nodes between subsequent layers are fully connected by 
weighted connections so that each signal travelling along a link is multiplied by its weight wij. Hidden and output 
nodes receive an extra bias signal with value 1 and weight θ. The input layer, being the first layer, has input 
nodes that distribute the inputs to nodes in the first hidden layer. Each hidden and output node computes its 
activation level by 

,i ij j
j

s w x θ= +∑       (1) 

and then transform it to output by an activation function. The MLP we use in this study has one hidden layer with 
two hidden nodes and log-sigmoid activation function 
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We trained the MLP by adaptive learning rate algorithm developed by Jacob [1988], also called delta-bar-delta, or 
TurboProp. The adaptive learning rate method proposes more flexibility and a higher speed of convergence, 
compared to the classic backpropagation algorithm. 
Cascade-Correlation Neural Networks (CCNN) 
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CCNN [Fahlman & Libiere, 1990] are supervised self-organizing networks with structure similar to 
backpropagation networks. Instead of adjusting the weights in a network of fixed topology, a CCNN begins with 
a minimal number of nodes, then automatically trains and adds new hidden nodes one by one and do not change 
them over the time. It creates a multi-layer structure called a ‘cascade’ because the output from all input and 
hidden nodes already in the network feed into new nodes. 

A CCNN has three layers: input, hidden and output. Initially, the network begins with only input and output 
nodes. The output layer consists of a single neuron if the network is used for regression problems, or contains 
several neurons for classification problems, one per class label. The hidden layer is empty in the beginning – 
every input is connected to every output neuron by a connection with an adjustable weight. Such a simple 
cascade-correlation network has considerable predictive power and for a number of applications it provides 
excellent predictions. If not, however, the network adds new hidden nodes one by one as illustrated in Figure 1, 
until the residual error gets acceptably small or the user interrupts this process. 

 
 

 

The cascade-correlation architecture has several advantages over the traditional backpropagation neural nets. 
First, as the network is self-organizing and determines its own size and topology during the growth of the hidden 
layer during training, there is no need to decide how many layers and neurons to use in the network. This is a 
major problem of the backpropagation networks which implies use of predefined network architecture and 
designing a near optimal network architecture is a search problem that still remains open. Secondly, cascade-
correlation nets learn very quickly (often 100 times as fast as a backpropagation network) and retain the 
structures they have built even if the training set changes. Finally, they have less chance to get trapped in local 
minima compared to the backpropagation nets.  
Fuzzy, Distributed, Default, and IC ARTMAP Neural Networks  
The adaptive resonance theory (ART) introduced by Grossberg [1975] led to the creation of a family of self-
organizing neural networks, such as the unsupervised ART1, ART2, ART2-A, ART3, fuzzy ART, distributed ART 
and the supervised ARTMAP, instance counting ARTMAP, fuzzy ARTMAP (FAM), distributed ARTMAP, and 
default ARTMAP. ARTMAP is a family of neural network that consists of two unsupervised ART modules, ARTa 
and ARTb, and an inter-ART module called map-field as shown in Figure 2. An ART module has three layers of 
nodes: input layer F0, comparison layer F1, and recognition layer F2. A set of real-valued weights Wj is 
associated with the F1-to-F2 layer connections between nodes. Each F2 node represents a recognition category 
that learns a binary prototype vector wj. The F2 layer is connected through weighted associative links to a map 
field Fab. 
The ARTMAP learning can be described by the following algorithm [Carpenter et al., 1991]: 
1. Initialization: All F2 nodes are uncommitted, and all weight values and network parameters are initialized. 

Fig.1. Cascade architecture after adding two hidden nodes (adapted from [Fahlman & Lebier, 1991]). The vertical 
lines sum all incoming activation. Boxed connections are frozen, ‘x’ connections are trained repeatedly 
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2. Input pattern coding: When a training pattern is presented to the network, a process called complement coding 
takes place. It transforms the pattern into a form suited to the network. A network parameter called vigilance 
parameter (ρ) is set to its initial value. This parameter controls the network ‘vigilance’, that is, the level of details 
used by the system when it compares the input pattern with the memorized categories. 
3. Prototype selection. The input pattern activates layer F1 and propagates to layer F2, which produces a binary 
pattern of activity such that only the F2 node with the greatest activation value remains active, that is, ‘winner-
takes-all’. If such a node does not exist, an uncommitted F2 node becomes active and undergoes learning. 
4. Class prediction. The class label t activates the Fab layer in which the most active node yields the class 
prediction. If that node constitutes an incorrect class prediction, then another search among F2 nodes in Step 3 
takes place. This search continues until an uncommitted F2 node becomes active (and learning directly ensues in 
Step 5), or a node that has previously learned the correct class prediction becomes active. 
5. Learning. The neural network gradually updates its adaptive weights towards the presented training patterns 
until a convergence occur. The learning dynamic can be described by a system of ordinary differential equations. 
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Fuzzy ARTMAP was developed as a natural extension to the ARTMAP architecture. This is accomplished by 
using fuzzy ART modules instead of ART1, which in fact replaces the crisp (binary) logic embedded in the ART1 
module with a fuzzy one. In fact, the intersection operator (∩) that describes the ART1 dynamics is replaced by 
the fuzzy AND operator (∧) from the fuzzy set theory ((p∧q)I≡min(pi,qi)) [Carpenter et al., 1992]. This allows the 
fuzzy ARTMAP to learn stable categories in response to either analog or binary patterns in contrast with the basic 
ARTMAP, which operates with binary patterns only. 
ART1 modules in an ARTMAP net map the categories into F2 nodes according to the winner-takes-all rule, as 
discussed above, but this way of functioning can cause category proliferation in a noisy input environment. An 
explanation of that is that the system adds more and more F2 category nodes to meet the demands of predictive 
accuracy, believing that the noisy patterns are samples of new categories. To address this drawback, a new 
distributed ART module was introduced. If the ART1 module of the basic ARTMAP is replaced by a distributed 
ART module, the resulting network is called Distributed ARTMAP [Carpenter, 1997]. 
Instance Counting (IC) ARTMAP adds to the basic fuzzy ARTMAP system new capabilities designed to solve 
computational problems that frequently arise in prediction. One such problem is inconsistent cases, where 
identical input vectors correspond to cases with different outcomes. A small modification of the fuzzy ARTMAP 

Fig. 2. Block diagram of an ARTMAP neural network adapted from [Carpenter et al, 1991] 
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match-tracking search algorithm allows the IC ARTMAP to encode inconsistent cases and make distributed 
probability estimates during testing even when training employs fast learning [Carpenter & Markuzon, 1998]. 
A comparative analysis of the ARTMAP modifications, including Fuzzy ARTMAP, IC ARTMAP, and Distributed 
ARTMAP, has led to the identification of the Default ARTMAP network, which combines the winner-takes-all 
category node activation during training, distributed activation during testing, and a set of default network 
parameter values that define a ready-to-use, general-purpose neural network for supervised learning and 
recognition [Carpenter, 2003]. The Default ARTMAP features simplicity of design and robust performance in 
many application domains. 

Data and Preprocessing 

Our tests used a dataset that contains data from physical examination of patients, including mammographic and 
sonographic examinations, family history of breast cancer, and personal history of breast malignancy, all 
collected from 2000 to 2005 at Duke University Medical Centre [Jesneck et al., 2007]. Samples included in the 
dataset are those selected for biopsy only if the lesions corresponded to solid masses on sonograms and if both 
mammographic and sonographic images taken before the biopsy were available for review. Data contain  803 
samples, 296 of which are malignant and 507 benign. Out of 39 descriptors, 13 are mammographic BI-RADS, 13 
sonographic BI-RADS, 6 sonographic suggested by Stavros et al. [1995], 4 sonographic mass descriptors, and 3 
patient history features [BI-RADS, 2003], [Jesneck et al., 2007], [Nachev & Stoyanov, 2010]. There are also class 
label that indicates if a sample is malignant or benign. 
We preprocessed the dataset in order to addresses the problem of large amplitude of variable values caused by 
their different nature and different units of measurements. Consistency we achieved by mapping all data values 
into the unit hypercube (i.e. all values between 0 and 1), using a linear transformation  

min
max min

old
new i i
i

i i

xx −
=

−
 (3) 

applied to each variable (data column) separately. This scaling down of values is essential requirement for certain 
types of neural networks, and particularly for the ARTMAP models we used in our study. 
Another preprocessing step was feature selection. In many cases and application domains removing redundant 
features from the data can help to alleviate effect of curse of dimensionality, avoid overfitting, and speed up 
learning process. Exhaustive search approach among all possible subsets of features is not applicable in our 
case as the dataset has cardinality 39. Alternative approaches could be using subset selection algorithms or 
feature ranking techniques. The former one is preferable as it usually provides good results. We tested genetic 
search, best first search, subset size forward selection, race search, and scatter search. Our tests showed that 
the subset size forward selection, proposed by Guetlien et al. [2009] gives good results with all types neural 
networks we experimented with. This method output a set of 17 descriptors (s17): patient age, indication for 
sonography, mass margin, calcification number of particles, architectural distortion, anteroposterior diameter, 
mass shape, mass orientation, lesion boundary, special cases, mass shape, mass margin, thin echo 
pseudocapsule, mass echogenicity, edge shadow, cystic component, and mass margin. Two of these are general 
descriptors; three - mammographic BI-RADS; five - sonographic BI-RADS; four - Stavros’; and three - 
sonographic mass descriptors. The feature set is relatively balanced in representing different categories of data. 
In our experiments we also used a set of 14 descriptors (s14) proposed by Jesneck et al. [2007] and obtained by 
stepwise feature selection. We also used the original full set of 39 descriptors (s39). 
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Empirical Results and Discussion 

We used simulators of the neural network models explored here. Series of test showed that best architecture of 
the multilayer perceptron is one hidden layer with two nodes. We also used a cascade-correlation neural network 
with Turboprop2 learning based on the Fahlman’s work [Fahlman & Libiere, 1990]. Each of the four types 
ARTMAP neural networks were tested with 41 vigilance parameter values from 0 to 1 and step of increment 
0.025. In order to avoid bias in training due to the specific order of training samples, we applied 5-fold cross 
validation and summarized results in four categories: true positives (TP), true negatives (TN), false positives (FP), 
and false negatives (FN). Prediction accuracy was calculated by Acc=(TP+TN)/(TP+TN+FP+FN). For the 
purposes of ROC analysis, we also calculated true positive rate TPR=TP/(TP+FN), and false positive rate 
FPR=FP/(TP+FN). 
No doubts, accuracy is the most common performance estimator of a model, which is used in a vast amount of 
studies and applications, but in many cases and problem domains it is not sufficient, even can be misleading 
where important classes are underrepresented in datasets (i.e. class distribution is skewed), or if errors of type I 
and type II can produce different consequences and have different cost. Secondly, the accuracy depends on the 
classifier’s operating threshold, such as threshold values of MLP or vigilance parameter of ARTMAP NN, and 
choosing optimal threshold can be challenging. The deficiencies of accuracy can be addressed by the Receiver 
Operating Characteristics (ROC) analysis [Fawcett, 2006], which plots curves between two indices: TPR and 
FPR.  
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ROC curves are step functions which can be used to select the optimal decision threshold by maximizing any pre-
selected measure of efficacy. In general, the best possible prediction method would yield a point in the upper left 
corner or coordinates (0, 1) of the ROC space, representing 100% sensitivity (all true positives are found) and 
100% specificity (no false positives are found). A completely random guess would give a point along a diagonal 

Fig. 3. ROC analysis of Default ARTMAP neural network tested with three sets of descriptors: all available (s39), 
a selection proposed by Jesneck et al. [2007] (s14), and a set of 17 descriptors (s17) proposed by authors. The 

model was tested with 41 vigilance parameter values from 0 to 1 with step of increment 0.025 
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line, also known as line of no-discrimination, which is from the left bottom to the top right corners. The optimal 
classifier would be represented by the most ‘northwest’ point on the curve, which is the most distant one from the 
no-discrimination line. Plotting discrete classifiers, such as ARTMAP, require additional processing. Since they do 
not use operational threshold to be varied in order to generate the ROC curve, the vigilance parameter variance 
plays the same role. Each parameter value plots one point on the ROC space, and the curve that connects the 
most northwest points along with the two trivial classifiers (0,0) and (1,1), called also ROC Convex Hull (ROCCH) 
represents the model as a whole. The ROCCH lines that link points of ‘real’ classifiers define a continuum of 
possible classifiers that can be obtained by linear combinations of the plotted ones. ROC analysis also provides 
additional metrics for estimation of model performance, such as Area Under the ROC curve (AUC) and partial 
Area Under the ROC curve (pAUC) where sensitivity is above certain value (p). The bigger the AUC / pAUC, the 
better the model is. 
 
 
 
 

MLP s39 s17 s14 
Radiolog
ist 

 CCNN s39 s17 s14 
Radiolog
ist 

AUC 0.89 0.91 0.86 0.92  AUC 0.896 0.911 0.907 0.92 

0.90AUC 0.62 0.68 0.55 0.52  0.90AUC 0.648 0.68 0.731 0.52 
Spec /98% 
sens 

0.37 0.49 0.27 0.52  Spec /98% 
sens 

0.427 0.5 0.49 0.52 

ACCmax 0.89 0.91 0.87 n/a  ACCmax 0.828 0.848 0.838 n/a 
 
Fuzzy 
ARTMAP s39 s17 s14 

Radiolog
ist 

 
Distributed 
ARTMAP s39 s17 s14 

Radiolog
ist 

AUC 0.851 0.815 0.838 0.92  AUC 0.786 0.819 0.744 0.92 

0.90AUC 0.586 0.393 0.413 0.52  0.90AUC 0.226 0.272 0.187 0.52 
Spec /98% 
sens 

0.099 0.082 0.091 0.52  Spec /98% 
sens 

0.047 0.057 0.039 0.52 

ACCmax 0.838 0.813 0.819 n/a  ACCmax 0.831 0.856 0.819 n/a 
 
Default 
ARTMAP s39 s17 s14 

Radiolog
ist 

 IC ARTMAP s39 s17 s14 
Radiolog
ist 

AUC 0.927 0.931 0.918 0.92  AUC 0.776 0.821 0.860 0.92 

0.90AUC 0.725 0.809 0.778 0.52  0.90AUC 0.215 0.282 0.384 0.52 
Spec /98% 
sens 

0.686 0.649 0.690 0.52  Spec /98% 
sens 

0.045 0.059 0.081 0.52 

ACCmax 0.85 0.856 0.863 n/a  ACCmax 0.831 0.850 0.856 n/a 

As long as AUC provides an overall estimation of the model, the partial area is more relevant to the domain of 
computer-aided diagnosis, and particularly where p=0.9. Another clinically relevant metric used in the application 
domain is sensitivity at a very high level of specificity (98%). 
Table 1 summarizes results from numerous experiments where networks were trained and tested with three 
different sets of descriptors: s39 that contains the original 39 variables; a selection of 14 variables (s14) proposed 

Table 1. Performance of MLP, CCNN, Fuzzy ARTMAP, Distributed ARTMAP, Default ARTMAP, and IC ARTMAP.  
Metrics for comparison  include: area under the ROC curve (AUC), partial AUC at sensitivity above 90%  (0.90AUC), 
specificity at 98% sensitivity, and maximal accuracy (ACCmax). Models have been tested with three variable selections: 
s39, s17, and s14. Typical radiologist assessment values are also included. 
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by Jesneck et al. [2007] as a result from stepwise feature selection technique, and our set of 17 variables (s17) 
we obtained by using the subset size forward selection of Guetlien et al. [2009]. 
Figure 4 illustrates the results. We obtained highest prediction accuracy of 91.1% by using CCNN with s17. The 
Default ARTMAP outperforms all other models in terms of overall performance measured by AUC. Here again, 
s17 is best performer. The figure also illustrates, that Default ARTMAP is the only model (among the studied 
here) that outperforms the average radiologist performance [Jesneck et al. 2007] in terms of AUC, but more 
important from a clinical viewpoint are the metrics pAUC and sensitivity at very high specificity. Figures show that 
again Default ARTMAP beats the others with s17 in terms of pAUC, and again is best performer in terms of 
sensitivity at high specificity, no matter which subset of descriptors is used. 
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Figure 3 gives further details on the Default ARTMAP neural network performance obtained by ROC analysis. 
Bold line represents the best descriptor set. Finally, we find that Default ARTMAP is appropriate for solving the 
task as its clinically relevant characteristics are good, however a limitation of the model is that is that it requires a 
very careful tuning.  
 

Fig. 4. Performance of three-layer perceptron (MLP), cascade-correlation NN (CCNN), Fuzzy ARTMAP (FAM), 
Distributer ARTMAP (Dist), Default ARTMAP (Def), and IC ATRMAP (IC), measured by max accuracy (Acc), area 
under the ROC curve (AUC), partial area under the ROC curve where sensitivity is above 90%, and sensitivity at 
98% specificity. Models were tested with all available descriptors (s39), a selection proposed by Jesneck et al. 

[2007] (s14), and a new proposed set of 17 descriptors (s17). Results were also compared with a typical radiologist 
performance (radiol) 
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Conclusion 

Many CAD systems for breast cancer screening improve lesion detection sensitivity, but improving specificity is 
still challenging. This study explores and compares predictive abilities of six types of neural networks: MLP, 
CCNN, Fuzzy, Distributed, Default, and IC ARTMAP by using a recently proposed combination of BI-RADS 
mammographic, sonographic, and other descriptors. We also focused our study on how various feature selection 
techniques influence predictive abilities of those models and found that a subset obtained by subset size forward 
selection provides best overall results. Our performance estimations were based on ROC analysis and metrics, 
such as max accuracy, area under the ROC curve and convex hull. We paid particular attention on clinically 
relevant metrics, such as partial area under the ROC curve with sensitivity above 90%, and specificity at 98% 
sensitivity, as a higher specificity reduces false positive predictions, which would allow decreasing unnecessary 
benign breast biopsies while minimizing the number of delayed breast cancer diagnoses. In conclusion, our 
results show that among all neural networks we explored for this application domain, highest prediction accuracy 
of 91.1% can be obtained by cascade-correlation neural network, but Default ARTMAP outperforms all other 
models in terms of overall performance and clinically relevant metrics. All the results confirm that the set of 
descriptors we propose outperforms the ones used in previous studies. 
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Mechanical Engineering 

DESCRIPTION OF SURFACES HAVING STRATIFIED FUNCTIONAL PROPERTIES 

Wiesław Graboń 

Abstract: The article presents the characteristic of surfaces having functional properties. It discusses the 
parameters used to describe the roughness of this type of  surfaces. It proposed the method of constructing 
software which  calculates probability parameters. 

Keywords: two-process surfaces, roughness parameters. 

ACM Classification Keywords: Algorithm, Measurement.  

Introduction 

During friction in the presence of a lubricant too smooth surfaces hold lubricating oil poorly (it can lead to erosion 
of a coupling), whereas too rough surfaces are worn away intensively. The opposing influence of small and large 
heights of surface roughness of a cylinder liner on the functional properties of the piston-rings-cylinder assembly 
caused that the researches began to conduct studies in order to find surfaces combining sliding properties of 
smooth surfaces with the oil storage capacity which is typical of porous surfaces. Thanks to those works, in the 
1980s structures of cylinder liner surface achieved after two processes (plateau honing surfaces) came into 
being. They should be similar to the geometrical structure of cylinder liner surfaces which is created during 
running-in period, then the time of running-in process and wear should be smaller. The example of these kinds of 
surfaces is the surface of a cylinder liner after plateau honing. The basic tasks of this surface are: to ensure leak-
tightness as well as to provide the piston-rings-cylinder assembly with optimal greasing of gear. The most difficult 
functioning conditions among all of tribological systems of an internal combustion engine are precisely in piston-
rings-cylinder assembly [Niewiarowski, 1983]. In this system the particularly difficult conditions are found in the 
area of the top dead centre position of the first piston ring, where the thickness of an oil film between a packing 
ring and smooth surface of a cylinder comprises 0-3 µm. The coefficient of friction between the packing ring and 
a cylinder comes to 0.1-0.15. The piston-rings-cylinder assembly should assure mileage up to 500000 km with 
reference to personal cars and 1500000 km to trucks. Between the smooth surface of a cylinder and the surface 
of piston rings there are various greasing conditions from the boundary lubrication up to hydrodynamic lubrication 
in the middle of the piston’s distance line [Shin, 1983], [Sudarshan, 1983]. To the dominant types of wearing-out 
of cylinders in an internal combustion engine the researches include: abrasive wear, corrosive wear, adhesive 
wear and from time to time fatigue wear. 
According to the  author [Kozaczewski,1986]  of the research articles, the geometrical structure of cylinders 
surface influences engine properties, mainly in the initial stage of its functioning (the period of running-in). It is 
considered that the rough surface of cylinders causes little tendency to erosion, whereas smooth surface ensures 
their little wear in the period of running-in. At first, the researches stated that little wear in the period of running-in 
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was found in cylinders characterised by great smoothness. As a result, this kind of cylinders was recommended. 
However, as progression in engine construction was marked (most of all in the load growth), erosions of 
cylinders’ smooth surface happened. The author of publication [Wiemann, 1971] claimed that the bigger height of 
roughness of cylindrical liner which does not have additional surface treatment is, the greater its erosion 
resistance. It appeared that considerable increase of roughness height is also unfavourable because it causes 
acceleration of chromium plated piston rings wear. The researches [Sreenath, 1976]  proved that above the 
optimal roughness height of Ra=0.8 µm parameter, the linear wear of cylinder rises. Duck [Duck, 1974] 
determined  the advisable value range of parameter Rt for spark-ignition engines: 2-5µm, whereas for diesel 
engine 4.7 µm. The authors of the review work [Day, 1986] came to the similar conclusions. The advisable 
greater roughness in diesel engine results probably from the greater loads in this kind of engine. The difference in 
functioning conditions of various types of engine is the cause of discrepancy with regard to honing cross-hatch 
angle α (fig.1), usually smaller in spark-ignition engines in comparison to diesel ones. 

a) 

 

b) 

 

Fig.1 Schematic diagram of a cylinder after honing (a) [Zwierzycki, 1990]  
and a photograph of the surface of a cylinder liner (b) 

The smaller honing cross-hatch angle affects the decrease in consumption of oil which is particularly aimed at in 
spark ignition engines, but in the case of compression-ignition engines more important issue is to eliminate the 
galling. Decreasing of the honing cross-hatch angle causes oil film thickness reduction which leads to greater loss 
of energy and increasing of wear.  
The authors of the publications [Pawlus, 1994 ], [Willis, 1986] confirmed that plateau honing provides lesser linear 
wear during running-in period and the time of this process might be shortened in comparison to one process 
honing. In his work [Campbell, 1972], Campbell affirmed that the achievement of linear wear corresponding to 
30% of bearing ratio requires two times less of volumetric consumption in the case of plateau honing cylinders in 
comparison to the similar surface of the same roughness height after one process honing. The usage of plateau 
honing caused significant reduction of running-in time [Willis, 1986]. Santochi and Vignale [Santochi, 1982] 
employed plateau honing with reference to air cooled motorcycle engines. They reached geometrical structure od 
surface characterized by Ra=1µm, Rz=12 µm, Rv/Rp=2 parameters, however traditional structure was 
characterised by the following parameters:  Ra=2.4µm, Rz=18 µm, Rv/Rp=1.1. One obtained faster stabilization 
as well as improvement of functional parameters of engine after running-in by replacing the traditional honing with 
the plateau honing (fig. 2). Dolecki et al. in their research [Dolecki, 1983] proved smaller oil consumption (at about 
20%) by engine in the case of equipping it with plateau honing cylinders. The research conducted on Polonez 
engine shows that the plateau honing has a positive influence on the linear wear of cylinders during running-in. It 
allowed to conclude that the linear wear in the period of running-in is proportional to roughness height as well as 
to emptiness coefficient Rp/Rt [Pawlus, 1999]. The evidence for the supremacy of plateau honing over one-
process honing are also works [Essig, 1990], [Barber, 1987]. One of a few comprehensive works concerning the 
influence of two processes surface on fricative tribological properties is Jeng’s work [Jeng,1996]. He highlighted 
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that the research described in literature was not able to grasp only the influence of microgeometry of surface on 
the wear, therefore he was not sure about the need of using additional process of honing. 

 
Fig.2 The influence of geometrical structure of surface on power output Ne (a)  

and individual fuel consumption ge (b) [Santochi, 1982] 

He studied the one process honing surfaces and plateau honing surfaces, both kinds of the surfaces had the 
same values of the Rq parameter. On the basis of experiments carried out on the special simulation stand he 
found that the two processes surfaces have a shorter running-in period and less galling resistance in relation to 
the one process surfaces (the resistance may be increased by the use of oil additives). 
The initial wear of these surfaces during the running-in period was greater, however they quickly attained a 
constant intensity of wear. Therefore, during the work of piston-rings-cylinder assembly they ensure less wear in 
comparison with surfaces after one process honing. He also performed friction coefficient test and found that in 
the course of the work in a homogenous hydrodynamic lubrication conditions, the coefficient of friction two-
process surfaces is the same as the one-process surfaces. However, the two-process structures of surface are 
more advantageous from the point of view of the influence on the mixed friction coefficient. 
Nosal considers [Nosal, 1998] that the increase in resistance of galling of the plateau honing structure is caused 
by the increase of oil surface capacity (which causes lubricating layer thickness increase, the reduction of friction 
resistance and temperature in the contact zone), and frequent interruptions of two surfaces being in contact 
caused by valleys (which reduces the probability of a galling centre).  
The authors of the publications [Sudarshan, 1983] paid attention to the possibility of accumulation of abrasive 
particles in valleys created during honing process. It should lead to reduction of intensity of abrasive wear. The 
considerable deterioration in lubrication conditions since the disappearance of valleys was observed by the 
authors of the publications [Stout, 1990]. This kind of situation causes possibility of intensification of the abrasive 
wear or generation of galling danger. The specific danger appears in the high loaded diesel engines, in this case 
on the cylinder liner a very smooth texture comes into existence, it resembles bore polishing surface of a 
significant tendency to galling. This is the case when together with the increase of smoothness friction increases 
as well. The authors of the publications [Michalski, 1994] studied the influence of roughness of cylinders liner 
surfaces on the value of abrasive wear which significantly exceeds the initial roughness height. As a result  of the 
conducted studies, they claimed that the abrasive wear of the cylinder liner is proportional to the distance 
between the honing valley and to the value of the emptiness coefficient Rp/Rt. Excessive increase of height 
roughness causes oil consumption increase in the engine [Kozaczewski, 1986]. Figure 3 shows an example of 
the impact of roughness height of the cylinder liner on the oil consumption. 
During recent years there have been a few changes in requirements relating to cylinder liner roughness: from 
very smooth, mirror-surface (Ra = 0.20 mm), by changing the roughness to higher one (Ra in range 0.8-1.2 mm) 
caused by the increase in power of an engine, up to plateau structure which is now almost universally applicable. 
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The increased roughness diminishes the ability to galling, however, it causes the increased consumption of oil 
and increased toxicity of exhaust gases. 
 
 
 
 
 
 
 

 
Fig. 3. Influence of cylinder liner roughness on the oil consumption in internal combustion engine [Kozaczewski, 1986]: a) 

compression-ignition engine, Vs (engine cubic capacity) = 6 dm3, b) spark ignition Vs = 1.3 dm3, 
c) compression-ignition, V s = 4 dm3 

We can also find the opposite statement. For example, Gruszka [Gruszka, 1983] in his doctoral thesis maintains 
that too low roughness increases the consumption of oil. 
During the construction process of new engines manufacturers of trucks must take into consideration very 
stringent requirements which are constituted by the European Union standards included in the series EU III/IV/V 
relating particularly to toxicity of exhaust gases. Therefore, they strive to reduce the roughness of cylinder liner, 
which leads to reduction of oil film thickness and consequently to smaller oil consumption and exhaust gases 
emissions. Currently, there are the following ways of  honing development of cylinder liner surfaces:  

- glide or slide honing, 
- honing using laser beams to cracks cutting, 
- manufacturing of lubricating pockets on the smooth honing surface. 

There are two types of glide honing due to the honing cross–hatch angle: 
- measuring 60o angle, 
- measuring 140o angle, so called – spiral [Cieślak, 2008]. 

In currently manufactured (according to plateau standard) cylinder liners , cylinder bearing surface is described by 
the following roughness parameters: Rpk < 0.3 μm, Rk = 0.8-1.4 μm, Rvk = 1.7-3.2 μm. In order to decrease the 
thickness of oil film and reduce oil consumption as well as exhaust gases emissions it has been proposed to 
reduce the roughness to the following parameter levels: Rpk < 0.2 μm, Rk = 0.2-0.5 μm, Rvk = 1.4 to 3.0 μm. 
New requirements focus on even greater reduction of parameter Rk value.  
The researchers from the Volvo and the University of Halmstad (Sweden) followed the program Piston Simulation 
for the analysis of impact of the geometrical structure of cylinder liner surface on the oil film thickness and friction 
force. It was found that the increase of the value of the Rk parameter has an impact on increasing both analysed 
values in a top dead centre position of the piston [Johansson, 2008].  
The authors of the article [Ohlsson, 2003] explored the correlation between roughness parameters of a cylinder 
liner and consumption of oil by the engine. Oil consumption is proportional to the value of many parameters of 
geometrical structure of cylinders liner surface, but only Rq, Rvk and Rk parameters in 2D and 3D correlation 
coefficients are included within the limits of 0.9-1. 
The Authors of the articles [Hassis, 1999], [Schmid, 2006], [Schmid, 1999] from Nagel company think that 
producers should aim at minimizing the value of the parameters Rk and Rpk in order to reduce oil consumption. 
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They presented the results of the studies in accordance with which the change of the classical plateau honing 
(Rpk < 0.2 μm, Rvk = 1.4 to 2.0 μm, Rk = 0.6-0.8 μm) to the glide honing (Rpk < 0.1 μm, Rvk = 0.8-1.2 μm, 
Rk < ¼ Rvk) leads to the reduction in consumption of oil by the engine (over 60%). The reduction of oil 
consumption is even more affected by the application of spiral honing.  
It is essential to modify the honing cross-hatch angle by the application of spiral honing. Application of angle less 
than 90 degrees counteracted too easy blow-by of oil into the combustion chamber. However, the increase of the 
honing cross-hatch angle (fig. 1) leads to the decrease of abrasive wear of cylinder liner. The applied honing 
cross-hatch angle less than 180 degrees allows rotations of the piston rings. The laser honing process is a 
perspective technology, since it allows to reach the geometrical surface structure with the guarantee of small oil 
consumption and adequate lubrication surface of cylinder liner at the most loaded place - in piston’s top dead 
centre position. The remaining surface of cylinder liner can have small height of roughness. For example, Klink 
[Klink, 1997] received the cracks with a width of 40-80 μm, depth 5-25 μm, and the mutual distance of 300 μm. 
Figure 4 shows examples of cylinder liner surfaces made by different methods. 

 
Fig.4. The surface of cylinder liner after glide honing (a) and laser honing (b) [Cieślak, 2008] 

As a result of literature analysis it can be concluded that the topography of the cylinder liners’ surfaces formed by 
honing process has a significant impact on the operating parameters of the combustion engines, particularly in 
the early period of their work. 

Description of  two-process surfaces 

In accordance with the information contained in the works of [Chusu, 1975], [Nowicki, 1991]  the profiles of 
cylinder liner surfaces after plateau honing are irregular, they usually have random character. When on this kind 
of profiles periodical irregularity appears then we can qualify them to the mixed profiles. Periodic irregularities 
depending on oscillation and kinematics of machining process may be a consequence of the earlier boring 
process of cylinders. Due to the explicit directionality of cylinders’ patterns the authors [Wieczorowski, 1996] rated 
the cylinders’ surfaces after honing to the mixed surfaces. According to the author of the work [Michalski, 1998] 
waviness of surface of honing cylinders has the random characteristics. 
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In connection with an important impact of the geometrical structure of surface of cylinder liner  on the combustion 
engines exploitation properties, their producers have high requirements concerning the roughness parameters of 
plateau honing surfaces. 
These requirements are mainly related to the proper determination of material ratio curve (so called bearing curve 
or Abbot Firestone curve) of roughness profile, the profile height and the distance between the deep valleys. The 
requirements of Berliett company from the 1970s (see fig. 5.) are typical example.  

 
Fig 5. Roughness parameters describing the cylinder liner surface profile [Cieślak, 2008] 

Parameters should take the following values: 
- average roughness depth: 2.5 μm ≤ R ≤ 6.5 μm  
- “plateau” roughness depth: 1 μm plateau ≤ R ≤ 3 μm  
- depth of valleys: 6 μm ≤ H ≤ 16 μm  
- width of the plateau: 125 μm ≤ L ≤ 600 μm  
- width of valleys: 10 μm ≤ I ≤ 65 μm  

Important parameters are the horizontal ones, it is demonstrated by the fact that the average distance between 
valleys and their dimensions are often included in the requirements of engine manufacturers. 
The method of determining the width of the valleys previously required by the GOETZE company was subjective. 
More objective manner, similar to the method described in the article [Michalski, 1994], is shown in the work 
[Lenhof, 1997]. It is based on the number of intersections of profile with the line described in DIN 4776 standard. 
Other parameters, used by researchers because of their statistical significance are the statistical moments of the 
third and fourth order: Rsk (skewness or asymmetry) and Rku (eksces or kurtosis). Willn [Willn, 1972] said, 
however, that these parameters are correlated with each other, therefore, he proposed additional parameters 
based on analysis of distribution of the number of peaks or distribution of cross sections of the profile lines 
parallel to the geometric mean line. 
Many researchers associated with automotive companies use bearing area curve to cylinder liner surface 
analysis. In this curve we can distinguish 3 basic parts: peak, central and valley area, responsible for the different 
properties of surface. Abbott and Firestone [Abbott, 1993] considered that part of the peak corresponds to 2-5% 
of the bearing ratio, the central 25-75%, valley 75-98%. 
German researchers proposed the profile roughness description method described in DIN 4776 (and later ISO 
13565-2). Nielsen thought that honing process can be controlled by changing of Rk parameter value [Nielsen, 
1988].  Authors of the work [King, 1994] tried to determine the value of the five parameters from the group "Rk" 
on the basis of the value of the parameters Rsk, Rku Rq. It is possible only for certain types of ordinate 
distributions, which are characterized by small asymmetry. 
Criticizing the method defined in DIN 4776, Zipin in his work [Zipin, 1983], discredited its usage for analysis of 
surface’s profiles having Gaussian’s ordinates distribution. Also the authors of the work [Malburg, 1993] express 
doubts as to the correctness of the determination of Mr2 parameter. It depends on the slope of the material 
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bearing ratio curve in its middle area. The parameters contained in ISO 13565-2 are used by most European 
manufacturers of internal combustion engines.  

 

 
Fig 6. The values of cylinder liner surface parameters used by the Volvo company [Cieślak, 2008] 

Figure 6 shows the requirements applied by the VOLVO company for compression ignition engines used in 
trucks. Authors in the work [Michalski, 1992] suggested a method based on the analysis of approximated material 
ratio curve. They applied the following equation (1): 

}{ )(/)(3.0)]])102)(2/[()]12)(2/[(()/2(1[35.0 BtgBtptgXtgtptgAarctgR +−−−+= πππ    

where A, X, B-independent parameters, R -  standardized height of the roughness , tp - bearing ratio. 
This approach allows you to specify the minimum and maximum curvature of the coordinates (xrk1, yrk1, xrk, 
yrk), coordinates of a point of inflexion bearing curve (xpp, ypp) and tangent of slop of this curve at that point 
(del).These parameters and the ones resulting from ISO 13565-2 are shown in Figure 7. The parameter yrk1 is 
analogous to yr1, yrk-yr2, ypp-pp, xrk1-Mr1, xrk- Mr2, del-Rk/Rt, Vok-Vo2. 

 
 

Fig 7. Some parameters of roughness resulting from the approximation of the Abbott curve, (a) and ISO 13565-2 standard 
(b) [Pawlus, 1999] 

 

(1) 
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The authors of the publications [Malburg, 1993], [Sanna-Reddy, 1997] proposed a method of analysis the surface 
obtained after many processes. It was used in the American company Cummins producing internal combustion 
engines. This method is described in ISO 13565-3 standard (fig. 8). 

 
Fig. 8. Graphical interpretation of parameters contained in PN-EN ISO 13565-3: 2002 standard 

[Jakubiec, 2004] 

This method called the probabilistic one, is based on an analysis of the data becomes from the bearing area 
curve plotted on normal probability paper. In this co-ordinate system, surface which has the Gaussian ordinate 
distribution is described by a straight line, but the surface after two-process honing, both of them having Gaussian 
ordinate distribution too, is described by two straight lines of different slopes. The intersection point of those lines 
in this graph according to the authors of the work [Malburg, 1993] separates the plateau and base texture.  
In this graph the abscissa of this intersection point is defined as Rmq parameter (see fig.8) which is important 
feature of the model because it depends on the honing time. Rpq parameter is the slop of a regression line drawn 
through the plateau region, but Rvq – through the walleyes region. Rpq, Rvq and Rmq are three parameters 
independently characterizing each area of plateau honed surfaces, therefore the honing process controlled with 
their use should be precise.  
This method was recommended in the work: [Whitehouse, 1985] [Zipin, 1983], it was also used for the analysis of 
the zero wear process and to study running-in process. It is conceptually simpler and more elegant than the 
method described previously (ISO 13565-2), but the practical difficulty of the parameters Rpq, Rvq and Rmq 
computations exists [Pawlus, 2009]. 
The method has been used to model the geometrical surface structure after two processes. The authors of the 
works: [Rosen, 2004], [Anderberg, 2009] analyzed the connections between parameters from ISO 13565-2 (Rk) 
and ISO 13565-3 (Rq) standards with honing process parameters. However, the conclusive answer to the 
question which group of parameters is more associated with the manufacturing process was not found. 
Parameters contained in ISO 13565 standard make a major contribution to an analysis of profiles after several 
processes. These parameters can be used also in 3D system. The analysis of the relative differences between 
parameters contained in the standards ISO 13565-2 and ISO 13565-3 and their three-dimensional counterparts is 
interesting. It can give the answer to the question whether these parameters describe the statistics (average) 
properties of the surface or they are susceptible to the presence of accidental valleys and peaks. In order to find 
the intersection point between plateau and valley areas, methodology described in ISO 13565-3 standard and 
other methods (for example [Sannareddy, 1998]) used different curves to the approximation probability plot of 
cumulative distribution. Those methods have some imprecisions which were noticed by the authors of the works 
[Jakubiec, 2004], therefore, the author proposes a different way of solving the problem. This method will be 
presented in the following subsection. 
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Implementation 

To automatize the determination process of parameters Rq in plateau and valley area, computer program was 
created. This program was partly based on algorithm described in ISO 13565-3 standard. The main problem is to 
determine transition point between two random regions. To find this point material probability curve graph  was 
rotated by ψ angle anticlockwise according to the following equation:  

ψψ

ψψ

cossin'
sincos'
yxy

yxx
+=

−=
                                                                                                     

ψ angle is the slope of straight line passing by the first and the finishing point of the material ratio curve (see 
Figure 9).  

 
Fig.9.  Material probability plot with straight line passing by the first and the finishing point and ψ angle In rotated diagram C 

point of the highest ordinate was determined (see Figure 10). This point is treated as transition between two random regions. 

 
Fig.10.  Material probability plot rotated by ψ angle 

According to methodology which is recommended in ISO 13565-3 standard, nonlinear material probability curve 
graph regions were eliminated and Upper Plateau Limit (UPL), and Lower Valley Limit (LVL) points were 
assigned. 
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In material probability curve graph the lower boundary of the region plateau (LPL) and upper region valley (UVL) 
were determined by elimination of a few points which are situated partly right and partly left from transition point. 
The number of eliminated points was determined from the value of curvature material ratio curve in transition 
area. Afterwards, linear regression lines between points UPL and LPL and between points UVL and LVL were 
determined. The values of directional coefficients of these lines were assigned as values Rpq and Rvq. 
Parameter Rmq was assigned as value of abscissa in intersection of regressions lines drown in plateau and 
valley region - Fig.11. Areal Spq, Svq or Smq parameters can be also determined in this way.  

 
Fig.11.  Material probability plot with regression lines passing through random regions  

and transition point between those regions 

 

Conclusion 
Parameters describing roughness profiles of surfaces having stratified functional properties were proposed in the 
standards ISO 13565-2 (Rk) and ISO 13565-3 (Rq). Parameters from Rq group can be used to profile simulation 
and zero-wear evaluation or to control of manufacturing process.  The number of those parameters is lesser than 
parameters from Rk group and they are not determined arbitrarily as in ISO 13565-2 standard. However, in 
European industry the parameters from  ISO 13565-2 are used. Methodology of determining the parameters 
included in ISO 13565-3 standard is imprecise, therefore its incorrect usage can lead to significant mistakes. That 
is why different methodology to determine those parameters was suggested. After the analysis of many surfaces 
it was found that this method is useful. 
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